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#### Abstract

We consider finite-dimensional, time-continuous Markov chains satisfying the detailed balance condition as gradient systems with the relative entropy $E$ as driving functional. The Riemannian metric is defined via its inverse matrix called the Onsager matrix $K$. We provide methods for establishing geodesic $\lambda$-convexity of the entropy and treat several examples including some more general nonlinear reaction systems.


## 1 Introduction

In this work we mainly consider reversible Markov chains with a finite state space and with continuous time. The starting point is that the reversibility condition, also called detailed balance condition, for Markov chains or for more general reaction systems provides a gradient structure with the relative entropy as the driving functional. The associated metric gives a discrete counterpart to the Wasserstein metric used for the Fokker-Planck equation in [JKO98, Ott01].

The present work was motivated by a generalization in [Mie11a] of the gradient structure for the Fokker-Planck equation to general reaction-diffusion systems, where the reactions satisfy a reversibility condition. The point is that the diffusion terms and the reaction terms can be written as a gradient system with respect to the same relative entropy. It is even possible to keep the gradient structure when adding the physically proper energy equations for the temperature, see [Mie11a, Sect. 3.6] and [Mie11b].

The Markov chains discussed in this paper are special cases of reversible reactions, namely "exchange reactions" that lead to a linear ODE system instead of the more general polynomial right-hand side in the mass-action type reactions. Similarly, the linear Fokker-Planck equation can be seen as a special case of more general diffusion systems. The gradient structure found in [Mie11a, Sect. 3.1] as a special case of more general reaction-diffusion systems was found independently in [Maa11, CH*11]. It was also used in $\left[A M^{*} 11\right]$ to show convergence from a Fokker-Planck equation to a simple Markov chain in a certain scaling limit.

To explain this structure, we consider a Markov chain defined on the discrete state space $\{1, \ldots, n\}$ via

$$
\dot{u}=P u \quad \text { with } P=\left(P_{i j}\right)_{i, j=1, \ldots n} \in \mathbb{R}^{n} .
$$

Here $P_{i j} \geq 0$ is the rate for a particle moving from state $j$ to $i$. For $j=i$ we have $P_{j j}=$ $-\sum_{i \neq j} P_{i j}<0$. Here

$$
u=\left(u_{1}, \ldots, u_{n}\right) \in X_{n} \stackrel{\text { def }}{=}\left\{u \in \mathbb{R}^{n} \mid u_{j}>0, \sum_{i=1}^{n} u_{i}=1\right\}
$$

is the vector of the probabilities on the state space. The Markov chain is called reversible if there exists a positive steady state $w \in X_{n}$ (i.e. $w_{i}>0$ ) such that

$$
\begin{equation*}
\pi_{i j} \stackrel{\text { def }}{=} P_{i j} w_{j}=P_{j i} w_{i}=\pi_{j i} \quad \text { for all } i, j \in\{1, \ldots, n\} . \tag{1.1}
\end{equation*}
$$

The gradient structure is given in terms of the relative entropy

$$
E(u)=\sum_{i=1}^{n} u_{i} \log \left(u_{i} / w_{i}\right)
$$

and the Onsager matrix

$$
K(u)=\sum_{i<j} \pi_{i j} \Lambda\left(\frac{u_{i}}{w_{i}}, \frac{u_{j}}{w_{j}}\right)\left(e_{i}-e_{j}\right) \otimes\left(e_{i}-e_{j}\right) \in \mathbb{R}_{\text {sym }, \geq 0}^{n \times n} .
$$

We say that the Markov chain $\dot{u}=P u$ is given by the gradient system $\left(X_{n}, E, K\right)$, since

$$
\dot{u}=P u=-K(u) \mathrm{D} E(u),
$$

see Proposition 3.1. Here $K$ is the inverse of the Riemannian tensor $G(u)=K(u)^{-1}$ defined on $\mathbb{R}_{\mathrm{av}}^{n}=\left\{v \in \mathbb{R}^{n} \mid v \cdot \bar{e}=0\right\}$.

The function $\Lambda:\left[0, \infty\left[^{2} \rightarrow[0, \infty[\right.\right.$ used above plays a central role in the present theory. It is the logarithmic mean of $a$ and $b$ and is given by

$$
\begin{equation*}
\Lambda(a, b)=\frac{a-b}{\log a-\log b} \quad \text { for } a \neq b \quad \text { and } \quad \Lambda(a, a)=a \tag{1.2}
\end{equation*}
$$

and hence is analytic. All its relevant properties are discussed in Appendix A. Some specific properties are encoded in the function $\ell:] 0, \infty[\rightarrow] 0, \infty[$ given by

$$
\begin{equation*}
\ell(\xi) \stackrel{\text { def }}{=} \max \{\Lambda(1, r)-\xi r \mid r>0\} . \tag{1.3}
\end{equation*}
$$

As $r \mapsto \Lambda(1, r)$ is increasing and concave, $\ell$ is decreasing and convex. Moreover, it satisfies the surprising relation

$$
\ell\left(\partial_{a} \Lambda(a, b)\right)=\partial_{b} \Lambda(a, b) \quad \text { for all } a, b>0
$$

The focus of this work is to provide conditions on the matrix $P$ such that the relative entropy $E$ is geodesically $\lambda$-convex with respect to the Riemannian tensor $G(u)=K(u)^{-1}$. This means that $s \mapsto E(\gamma(s))$ is $\lambda$-convex for all geodesic curves $\gamma:\left[s_{\mathrm{a}}, s_{\mathrm{b}}\right] \rightarrow X$, i.e.

$$
\left.E\left(\gamma\left(s_{\theta}\right)\right) \leq(1-\theta) E \gamma\left(s_{0}\right)\right)+\theta E\left(\gamma\left(s_{1}\right)\right)+\lambda \frac{\theta(1-\theta)}{2}\left(s_{1}-s_{0}\right)^{2}
$$

for all $\theta \in[0,1]$ and $s_{0}, s_{1} \in\left[s_{\mathrm{a}}, s_{\mathrm{b}}\right]$, where $s_{\theta}=(1-\theta) s_{0}+\theta s_{1}$. We simply say that $E$ is geodesically convex, if it is geodesically 0 -convex. Of course, geodesic $\lambda$-convexity implies geodesic $\mu$-convexity for all $\mu \leq \lambda$. Throughout this work the statement about geodesic $\lambda$-convexity never means that the corresponding $\lambda$ is optimal, i.e. as large as possible.

The important point for our analysis is that the question of geodesic convexity can be analyzed in terms of the triple ( $X, E, K$ ) without ever calculating the Riemannian tensor $G$ or the Riemannian
distance function $d_{K}$. This is discussed in Section 2, where we display two approaches. First, we use the implicit form of the geodesics $\gamma$ and calculate the second derivative of $E \circ \gamma$. Second, we follow the approach in [OtW05, DaS08] where the length change of general curves during transport with the flow is characterized. The criterion for geodesic $\lambda$-convexity for a Markov chains $\dot{u}=P u=-A u$ reduces to the estimate

$$
\forall u \in X: \quad M(u) \geq \lambda K(u), \quad \text { where } M(u)=\frac{1}{2}\left(K(u) A^{\top}+A K(u)-\mathrm{D} K(u)[A u]\right) .
$$

Starting in Section 3.2 we provide simple results on geodesic $\lambda$-convexity. In Section 4.1 we provide our first structural result stating that for all Markov chains there exists some $\lambda$ such that $E$ is geodesically $\lambda$-convex. However, the construction is rather implicit and does not provide useful bounds. In Theorem 4.6 we consider the special case of reversible Markov chain with $P_{i j}>0$ for all $i<j$. Using a different proof we are able to provide an explicit bound for $\lambda$ in terms of all $P_{i j}$ and $w_{i}$.

In Corollary 4.4 we provide a quantitative result for special reversible Markov chains arising from a finite connected graph as follows. Denote the vertices by $\{1, \ldots, n\}$ and set $P_{i j}=1$ whenever $i$ and $j$ are connected by an edge and $P_{i j}=0$ otherwise. Then, $w=\frac{1}{n} \bar{e}$ with $\bar{e}=(1, \ldots, 1)^{\top}$ is the steady state. Define $m=\max \left\{-P_{i i} \mid i=1, \ldots, n\right\}$, which is the maximum possible number of neighbors of all vertices, then the relative entropy is geodesically $\lambda_{m}$-convex where $\lambda_{m}$ depends only on $m$ but not on $n$.

Section 5 is devoted to simple ordered Markov chains with nearest-neighbor transitions, as they occur in discretizations of a one-dimensional Fokker-Planck equation $\dot{u}=\left(u_{x}+u \widehat{V}_{x}\right)_{x}$. We are motivated by the geodesic $\widehat{\lambda}$-convexity of $\mathcal{E}(u)=\int_{0}^{1} u \log (u / w) \mathrm{d} x$, where $w(x)=\mathrm{e}^{-\widehat{V}(x)}$ and $\widehat{\lambda}=$ $\inf \left\{\widehat{V}^{\prime \prime}(x) \mid x \in[0,1]\right\}$, see [AGS05]. For the case $\widehat{\lambda} \geq 0$ we are able to construct discretizations in the form of linear Markov chains with gradient structure $\left(X_{n}, E_{n}, K_{n}\right)$ in such a way that $E_{n}$ is geodesically $\lambda_{n}$-convex with $\lambda_{n}=2 n^{2}\left(1-\mathrm{e}^{-\widehat{\lambda} /\left(2 n^{2}\right)}\right) \rightarrow \widehat{\lambda}$ for $n \rightarrow \infty$.

In Section 6 we show that the techniques for estimating geodesic $\Lambda$-convexity developed for Markov chains can also be applied to nonlinear reaction systems with the gradient structure established in [Mie11a, Sect. 3.1].

## 2 Geodesic convexity

We consider for $u \in X \subset \mathbb{R}^{n}$ the gradient flow

$$
G(u) \dot{u}=-\mathrm{D} E(u) \quad \Longleftrightarrow \quad \dot{u}=-K(u) \mathrm{D} E(u)=-f(u) .
$$

Here $E: X \rightarrow \mathbb{R}$ is an energy functional and $G(u)=G(u)^{*}>0$ denotes the metric tensor at the point $u$. We consistently use the inverse $K(u)=G(u)^{-1}$. We call the symmetric and positive semidefinite matrix $K(u)$ the Onsager matrix, as it is used in thermodynamics to relate the rate $\dot{u}$ with the thermodynamic driving force $-\mathrm{D} E(u)$, which encodes the Onsager symmetry relations and the Onsager principle, see e.g. [Ons31, OnM53, Ött05, Mie11b].

We are interested in geodesic $\lambda$-convexity of the functional $E$ with respect to the metric $G$. Since in our case $G$ and the induced distance $d_{K}$ are only defined implicitly, it is desirable to characterize the geodesic convexity via $K$ only. We do this in two different, but equivalent ways. First, we derive the
defining equation for the geodesic curves in terms of $K$ and then study the convexity of $E$ along the curves. Second, we use the ideas from Otto-Westdickenberg [OtW05] and Daneri-Savaré [DaS08] on the evolution of length elements along the gradient flow in our simplified ODE case, where everything is smooth.

### 2.1 Geodesic curves and geodesic $\lambda$-convexity

Here we show how to characterize the geodesic curves in terms of the Onsager matrix $K$ rather than of the Riemannian tensor $G$. Throughout we assume that the space $X$ is an open subset of $w+X_{0}$, where $X_{0}$ is a finite-dimensional linear space. We assume that for all $u \in X$ the matrix $K(u): X_{0} \rightarrow X_{0}$ is invertible, defining the metric tensor $G(u): X_{0} \rightarrow X_{0}$. Thus, geodesic curves $u=\gamma(s)$ in $X \subset w+X_{0}$ satisfy the classical Lagrange equation

$$
-\frac{\mathrm{d}}{\mathrm{~d} s}\left(\frac{\partial}{\partial \gamma^{\prime}} L\left(\gamma, \gamma^{\prime}\right)\right)+\frac{\partial}{\partial \gamma} L\left(\gamma, \gamma^{\prime}\right)=0, \quad \text { where } L\left(\gamma, \gamma^{\prime}\right)=\frac{1}{2} \gamma^{\prime} \cdot G(\gamma) \gamma^{\prime} .
$$

Since in our case $G$ is only known implicit, it is more convenient to use the Hamiltonian version of the Lagrange equation. Introducing the dual variable $p=\frac{\partial}{\partial \gamma^{\prime}} L\left(\gamma, \gamma^{\prime}\right)=G(\gamma) \gamma^{\prime}$ and the Hamiltonian $H(\gamma, p)=\frac{1}{2} p \cdot K(\gamma) p$ we obtain the equivalent system

$$
\begin{align*}
\gamma^{\prime} & =\frac{\partial}{\partial p} H(\gamma, p)=K(\gamma) p \\
p^{\prime} & =-\frac{\partial}{\partial \gamma} H(\gamma, p)=-\frac{1}{2} p \cdot \mathrm{D} K(\gamma)[\square] p \tag{2.1}
\end{align*}
$$

where $b=p \cdot \mathrm{D} K(\gamma)[\square] p$ denotes the vector defined via $b \cdot \beta=p \cdot \mathrm{D} K(\gamma)[\beta] p$. The elimination of $\gamma^{\prime}$ via $p$ is in fact the finite-dimensional counterpart to the famous approach by Benamou and Brenier [BeB00] for characterizing the Wasserstein distance via geodesics.

Thus, we may characterize geodesic $\lambda$-convexity of a function $E: X \rightarrow \mathbb{R}$ easily by asking that the composition $s \mapsto E(\gamma(s))$ is $\lambda$-convex for all geodesics $u=\gamma(s)$. This property can be characterized by local expressions using the second derivative in the form

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} E(\gamma(s)) \geq \lambda \gamma^{\prime}(s) \cdot G(\gamma(s)) \gamma^{\prime}(s)
$$

Using (2.1) and the relation

$$
\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} E(\gamma(s))=\frac{\mathrm{d}}{\mathrm{~d} s}\left(\mathrm{D} E(\gamma(s)) \cdot \gamma^{\prime}(s)\right)=\gamma^{\prime} \cdot \mathrm{D}^{2} E(\gamma) \gamma^{\prime}+\mathrm{D} E(\gamma) \cdot \frac{\mathrm{d}}{\mathrm{~d} s}(K(\gamma) p)
$$

we find the condition

$$
\gamma^{\prime} \cdot \mathrm{D}^{2} E(\gamma) \gamma^{\prime}+\mathrm{D} E(\gamma) \cdot\left(\mathrm{D} K(\gamma)\left[\gamma^{\prime}\right] p+K(\gamma) p^{\prime}\right) \geq \lambda \gamma^{\prime} \cdot G(\gamma) \gamma^{\prime}
$$

Substituting $\gamma^{\prime}=K(\gamma) p$ and $p^{\prime}$ according to (2.1) we obtain a formula in terms of $\gamma$ and $p$ only, namely

$$
\begin{align*}
& p \cdot M(\gamma(s)) p \geq \lambda p \cdot K(\gamma(s)) p \quad \text { for all } s \text { and } p \in X_{0}^{*} \text {, where } \\
& p \cdot M(u) p \stackrel{\text { def }}{=} p \cdot K(u) \mathrm{D}^{2} E(u) K(u) p+\mathrm{D} E(u) \cdot \mathrm{D} K(u)[K(u) p] p  \tag{2.2}\\
& \quad-\frac{1}{2} p \cdot \mathrm{D} K(u)[K(u) \mathrm{D} E(u)] p .
\end{align*}
$$

Because the latter condition is quadratic in $p$, geodesic $\lambda$-convexity of the functional $E: X \rightarrow \mathbb{R}$ with respect to the metric $G=K^{-1}$ is equivalent to

$$
\begin{equation*}
\forall u \in X: \quad M(u) \geq \lambda K(u) \tag{2.3}
\end{equation*}
$$

in the ordering sense of symmetric matrices, meaning that $M(u)-\lambda K(u)$ is positive semidefinite. In fact, the form of $M$ can be simplified when using the (negative) vector field $u \mapsto f(u)=$ $K(u) \mathrm{D} E(u)$, namely

$$
\begin{equation*}
M(u)=\frac{1}{2}\left(K(u) \mathrm{D} f(u)^{\top}+\mathrm{D} f(u) K(u)-\mathrm{D} K(u)[f(u)]\right) \tag{2.4}
\end{equation*}
$$

The formula is especially simple for linear vector fields $f: u \mapsto A u$, namely

$$
\begin{equation*}
M(u)=\frac{1}{2}\left(K(u) A^{\top}+A K(u)-\mathrm{D} K(u)[A u]\right) \tag{2.5}
\end{equation*}
$$

In the general case, $M$ can be obtained as the derivative of $K$ along the vector field $u \mapsto f(u)=$ $K(u) \mathrm{D} E(u)$ in the following sense. Define $\Phi_{t}: X \rightarrow X$ to be the (local) flow of $\dot{u}=-f(u)$. Then, the transport of $\langle\eta, K(u) \xi\rangle$ along the flow is given by $\left\langle\mathrm{D} \Phi_{t}(u)^{-\mathrm{\top}} \eta, K\left(\Phi_{t}(u)\right) \mathrm{D} \Phi_{t}(u)^{-\mathrm{T}}\right\rangle$ and we find

$$
\begin{equation*}
2\langle\eta, M(u) \xi\rangle=\left.\frac{\mathrm{d}}{\mathrm{~d} t}\left\langle\mathrm{D} \Phi_{t}(u)^{-\mathrm{T}} \eta, K\left(\Phi_{t}(u)\right) \mathrm{D} \Phi_{t}(u)^{-\mathrm{T}}\right\rangle\right|_{t=0} \tag{2.6}
\end{equation*}
$$

If $G$ and $K$ are constant, the previous form (2.2) is more appropriate, and we recover the standard conditions

$$
\left\langle K \mathrm{D}^{2} E(u) K \phi, \phi\right\rangle \geq \lambda\langle K \phi, \phi\rangle \quad \Longleftrightarrow \quad\left\langle\mathrm{D}^{2} E(u) v, v\right\rangle \geq \lambda\langle G v, v\rangle
$$

Remark 2.1 (Bakry-Émery conditions) Our definition has some similarities to the conditions of Bakry and Émery [BaÉ85, Bak94]. There, two symmetric bilinear mappings $\Gamma_{1}$ and $\Gamma_{2}$ are defined via
$\Gamma_{1}(f, g)=\frac{1}{2}(L(f g)-f L g-g L f) \quad$ and $\quad \Gamma_{2}(f, g)=\frac{1}{2}\left(L \Gamma_{1}(f, g)-\Gamma_{1}(L f, g)-\Gamma_{1}(f, L g)\right)$,
where $L$ is the generator of a diffusion semigroup. The analogy of the pair $\left(\Gamma_{1}, \Gamma_{2}\right)$ with the pair $(K, M)$ is seen in (2.5) and (2.6). Moreover, the condition of $\lambda$-hypercontractivity reads

$$
\begin{equation*}
2 \Gamma_{2}(f, f) \succcurlyeq \lambda \Gamma_{1}(f, f) \text { for all sufficiently smooth } f \tag{2.7}
\end{equation*}
$$

which matches (2.3). However, there is a major difference because in the Bakry-Émery theory the state space is assumed to be an ordered algebra with a product $\Gamma_{0}(f, g)=f g$. Moreover, the hypercontractivity condition (2.7) has to be fulfilled in the sense of this ordering $\succcurlyeq$, rather than in the sense of quadratic forms as in (2.3). Thus, our condition seems to be weaker but still sufficient for geodesic $\lambda$-convexity. We refer to the formal calculation in Section 5.1 where the Fokker-Planck equation is treated with the counterpart of our condition (2.3).

### 2.2 The Otto-Westdickenberg characterization

The idea of Otto-Westdickenberg [OtW05] (see also Daneri-Savaré [DaS08]) uses the rate of change of infinitesimal line elements. For this one needs the first variation along the flow in the form

$$
\dot{v}=-\mathrm{D} f(u) v=-\mathrm{D} K(u)[v] \mathrm{D} E(u)-K(u) \mathrm{D}^{2} E(u) v
$$

By $\eta=\langle G(u) v, v\rangle$ we denote the square of an infinitesimal line element. The statement of [OtW05] is that geodesic $\lambda$-convexity of $E$ is equivalent to the fact that the solutions $v$ satisfy

$$
\begin{equation*}
\dot{\eta} \leq-2 \lambda \eta \tag{2.8}
\end{equation*}
$$

Inserting the evolution law for $u$ and $v$ into $\dot{\eta}=\langle\mathrm{D} G(u)[\dot{u}] v, v\rangle+2\langle G(u) v, \dot{v}\rangle$ we find the necessary and sufficient condition

$$
\langle\mathrm{D} G(u)[-K(u) \mathrm{D} E(u)] v, v\rangle+2\left\langle G(u) v,-\mathrm{D} K(u)[v] \mathrm{D} E(u)-K(u) \mathrm{D}^{2} E(u) v\right\rangle \leq-2 \lambda\langle G(u) v, v\rangle
$$ for all $u$ and $v$.

As the Onsager matrix $K$ is given explicitly (in contrast to the Riemannian tensor $G$ ), the BenamouBrenier substitution $p=G(u) v$ (cf. [BeB00]) is convenient.
Employing $\mathrm{D} G(u)[\xi]=-K(u)^{-1} \mathrm{D} K(u)[\xi] K(u)^{-1}$ we find the condition $p \cdot M(u) p \geq \lambda p \cdot K(u) p$, which is exactly (2.3).

### 2.3 Benefits from geodesic convexity

So far we have concentrated on the triple $(X, E, K)$ as a gradient system. However, the metric tensor $G=K^{-1}$ generates a distance $d_{K}: X \times X \rightarrow[0, \infty[$ in the usual way:

$$
d_{K}\left(u_{0}, u_{1}\right)=\inf \left\{\int_{0}^{1}\langle\dot{u}, G(u) \dot{u}\rangle^{1 / 2} \mid u \in \mathrm{C}^{1}([0,1], X), u(0)=u_{0}, u(1)=u_{1}\right\}
$$

Thus, we may consider also the metric gradient system $\left(X, E, d_{K}\right)$ in the sense of [AGS05]. The theory there clearly shows that systems with geodesic $\lambda$-convexity have a series of good properties.

First, we have a Lipschitz continuous dependence of the solutions $u_{j}$ on the initial data, namely

$$
d_{K}\left(u_{1}(t), u_{2}(t)\right) \leq \mathrm{e}^{-\lambda t} d_{K}\left(u_{1}(0), u_{2}(0)\right) \quad \text { for all } t \geq 0
$$

In particular, for $\lambda \geq 0$ we have a contraction semigroup. If $\lambda>0$ we obtain exponential decay towards the unique equilibrium state $w$, which minimizes $E$, i.e.

$$
d_{K}(u(t), w) \leq \mathrm{e}^{-\lambda t} d_{K}(u(0), w)
$$

Second, the time-continuous solutions $u:[0, \infty[\rightarrow X$ can be well approximated by interpolants obtained by incremental minimizations. Fixing a time step $\tau>0$ we define iteratively

$$
u_{k+1}^{\tau}=\underset{u \in X}{\operatorname{Arg} \min }\left(E(u)+\frac{1}{2 \tau} d_{K}\left(u_{k}, u\right)^{2}\right)
$$

For geodesically $\lambda$-convex $E$ the minimizers are unique for $\tau \in] 0, \tau_{0}\left[\right.$ if $1 / \tau_{0}+\lambda \geq 0$. Moreover, if $u$ is the time-continuous solution with $u(0)=u_{0}$ and if $\bar{u}^{\tau}$ is the left-continuous piecewise constant interpolant of $\left(u_{k}^{\tau}\right)_{k \in \mathbb{N}}$, then

$$
d_{K}\left(u(t), \bar{u}^{\tau}(t)\right) \leq C\left(u_{0}\right) \sqrt{\tau} \mathrm{e}^{-\lambda_{\tau} t} \quad \text { for } t \geq 0,
$$

see [AGS05, Thms. 4.0.9+4.0.10], where $\lambda_{\tau}=\lambda$ for $\lambda<0$ and $\lambda_{\tau}=\frac{1}{\tau} \log (1+\lambda \tau)$ for $\lambda>0$.
Another important reason for studying geodesic $\lambda$-convexity is the recently established connections between the Ricci curvature, optimal transport, Wasserstein diffusion, and geodesic $\lambda$-convexity of the relative entropy, see [vRS05, LoV09, BoS09, Maa11].

## 3 Reversible Markov chains

### 3.1 An entropic gradient structure for Markov chains

We consider general Markov chains on $n$ states and set

$$
X_{n} \stackrel{\text { def }}{=}\left\{u=\left(u_{1}, \ldots, u_{n}\right) \in \mathbb{R}^{n} \mid u_{i}>0, \sum_{j=1}^{n} u_{j}=1\right\} \subset \frac{1}{n} \bar{e}+\mathbb{R}_{\mathrm{av}}^{n},
$$

where $\bar{e}=(1, \ldots, 1)^{\top}$ and $\mathbb{R}_{\mathrm{av}}^{n}=\left\{v \in \mathbb{R}^{n} \mid v \cdot \bar{e}=0\right\}$. The system is given by

$$
\begin{equation*}
\dot{u}=P u=-A u, \quad \text { where } P_{i j} \geq 0 \text { for } i \neq j \text { and } P_{i i}=-\sum_{j: j \neq i} P_{j i} . \tag{3.1}
\end{equation*}
$$

Here $P_{i j} \geq 0$ is the transition rate from $j$ to $i$.
We assume that there exists a unique positive steady state $w \in X_{n}$ and define the relative entropy

$$
\begin{equation*}
E(u)=\sum_{i=1}^{n} u_{i} \log \left(u_{i} / w_{i}\right) . \tag{3.2}
\end{equation*}
$$

The crucial assumption is the reversibility, also called the condition of detailed balance, namely

$$
\begin{equation*}
P_{i j} w_{j}=P_{j i} w_{i} \text { for } i, j=1, \ldots, n . \tag{3.3}
\end{equation*}
$$

With $W=\operatorname{diag}(w)$ this means $P W=(P W)^{\top}=W P^{\top}$.
Obviously, the Markov chain (3.1) has two different linear gradient structures, namely

$$
G_{1} \dot{u}=-\mathrm{D} E_{1}(u), \quad G_{2} \dot{u}=-\mathrm{D} E_{2}(u), \quad \text { or } \dot{u}=-K_{1} \mathrm{D} E_{1}(u)=-K_{2} \mathrm{D} E_{2}(u)
$$

with

$$
E_{1}(u)=\frac{1}{2}\left\langle-W^{-1} P u, u\right\rangle, K_{1}=W=G_{1}^{-1}, E_{2}(u)=\frac{1}{2}\left\langle W^{-1} u, u\right\rangle, \text { and } K_{2}=-P W .
$$

For these systems we obviously have geodesic convexity, as $E_{1}$ and $E_{2}$ are convex and $G_{1}$ and $G_{2}$ are constant.

However, we are interested in the Wasserstein-type gradient structure where the Onsager matrix $K(u)$ is homogeneous of degree 1 in $u$ and the driving functional is the relative entropy. This gradient structure was introduced in [Mie11a, Sect. 3.1] in a more general nonlinear context of reaction systems and independently in [Maa11, $\mathrm{CH}^{*} 11$ ].

Proposition 3.1 The Markov chain (3.1) has the gradient structure ( $X_{n}, E, K$ ) with the relative entropy $E$ from (3.2) and the Onsager matrix

$$
\begin{equation*}
K(u)=\sum_{j=2}^{n} \sum_{i=1}^{j-1} P_{i j} w_{j} \Lambda\left(\frac{u_{i}}{w_{i}}, \frac{u_{j}}{w_{j}}\right)\left(e_{i}-e_{j}\right) \otimes\left(e_{i}-e_{j}\right), \tag{3.4}
\end{equation*}
$$

where $e_{i} \in \mathbb{R}^{n}$ denotes the $i$-th unit vector, and $\Lambda$ is defined in (1.2) and discussed in Appendix $A$.

Proof: Equation (3.1) is easily obtained by using $\mathrm{D} E(u)=\left(\log \left(u_{i} / w_{i}\right)+1\right)_{i=1, \ldots, n}$. Multiplying this vector by $e_{i}-e_{j}$ we obtain the denominator of $\Lambda\left(\frac{u_{i}}{w_{i}}, \frac{u_{j}}{w_{j}}\right)$. Hence,

$$
K(u) \mathrm{D} E(u)=\sum_{j=2}^{n} \sum_{i=1}^{j-1} P_{i j} w_{j}\left(\frac{u_{i}}{w_{i}}-\frac{u_{j}}{w_{j}}\right)\left(e_{i}-e_{j}\right)=-P u,
$$

where we used the detailed balance condition (3.3) in the last equality.
Note that $E_{2}$ and $K_{2}$ can be obtained via linearization of $(E, K)$, namely

$$
\begin{equation*}
E_{2}(u)=\frac{1}{2} \mathrm{D}^{2} E(w)[u, u] \text { and } K_{2}=K(w) . \tag{3.5}
\end{equation*}
$$

We also want to mention that there are many more possible gradient structures. Taking $\widetilde{E}(u)=$ $\sum_{i=1}^{n} \phi_{i}\left(u_{i} / w_{i}\right) w_{i}$ for some strictly convex $\phi$ and

$$
\widetilde{K}(u)=\sum_{j=2}^{n} \sum_{i=1}^{j-1} P_{i j} w_{j} \Phi\left(\frac{u_{i}}{w_{i}}, \frac{u_{j}}{w_{j}}\right)\left(e_{i}-e_{j}\right) \otimes\left(e_{i}-e_{j}\right) \quad \text { with } \Phi(a, b)=\frac{a-b}{\phi^{\prime}(a)-\phi^{\prime}(b)}>0
$$

it is easy to generalize Proposition 3.1. It follows that the gradient system $\dot{u}=-\widetilde{K}(u) \mathrm{D} \widetilde{E}(u)$ equals the original reversible Markov chain $\dot{u}=P u$.

The choices $\phi(\rho)=\frac{1}{2} \rho^{2}$ (giving $\Phi \equiv 1$ ) and $\phi(\rho)=\rho \log \rho$ (giving $\Phi=\Lambda$ ) lead to the above gradient system $\left(X_{n}, E_{2}, K_{2}\right)$ and ( $X_{n}, E, K$ ), respectively. The case $\phi(\rho)=\rho \log \rho$ is singled out by the fact that it is the only one giving the 1 -homogeneity

$$
\widetilde{K}(\gamma u)=\gamma \widetilde{K}(u) \text { for all } \gamma>0 \text { and } u \in X_{n} .
$$

Our main concern is the geodesic convexity of the relative entropy in Markov chains with respect to the metric defined via $K$, which depends on all the transition rates and the equilibrium state $w$. We first discuss a simple criterion for geodesic convexity.

### 3.2 A few Markov-chain examples

By definition we have $K(u) \bar{e}=0$, and for the matrix $M(u)$ defined in (2.4) this also holds as $A^{\top} \bar{e}=$ 0 , i.e. we have

$$
\begin{equation*}
K(u) \bar{e}=M(u) \bar{e}=0 \quad \text { for all } u \in X_{n}, \quad \text { where } \bar{e}=(1, \ldots, 1)^{\top} . \tag{3.6}
\end{equation*}
$$

Thus, a simple criterion for positive semidefiniteness of $M(u)-\lambda K(u)$ is the following.
Lemma 3.2 Assume that $K$ and $M$ are symmetric and satisfy (3.6) as well as

$$
\begin{equation*}
\forall i \neq j \forall u \in X_{n}: \quad M_{i j}(u) \leq \lambda K_{i j}(u) \tag{3.7}
\end{equation*}
$$

then (2.3) holds, i.e. $E$ is geodesically $\lambda$-convex.

Proof: The result follows simply by the fact, that all off-diagonal elements of $N(u):=M(u)-\lambda K(u)$ are nonpositive. Condition (3.6) implies that the diagonal elements satisfy

$$
N_{i i}(u)=-\sum_{j \neq i} N_{i j}(u)=\sum_{j \neq i}\left|N_{i j}(u)\right|
$$

Hence $N$ is weakly diagonal dominant and hence positive semidefinite. In fact, we can write

$$
N(u)=\sum_{i, j: i<j}\left|N_{i j}(u)\right|\left(e_{i}-e_{j}\right) \otimes\left(e_{i}-e_{j}\right) \geq 0
$$

This proves the result.
Before developing a more general theory we show that this criterion can be applied in a few easy cases, where it supplies geodesic $\lambda$-convexity.

Example 3.3 A special case occurs if for the Markov chain all transition rates are the same, e.g. $P_{i j}=1$ for $i \neq j$. The steady state is $w=\frac{1}{n} \bar{e}$, and we claim that $E$ is geodesically $\frac{n+2}{2}$-convex.

In this case we have $A=-P=n I-\bar{e} \otimes \bar{e}$. Using $u \cdot \bar{e}=1$ and $K(u) \bar{e}=0$ we easily obtain

$$
M(u)=n K(u)-\frac{1}{2} \mathrm{D} K(u)[n u-\bar{e}] .
$$

In particular, for $i \neq j$ we have $K_{i j}(u)=-\Lambda_{i j}(u)$ and, with $\widetilde{u}=1-u_{i}-u_{j} \geq 0$, we find

$$
\begin{aligned}
2 n M_{i j}(u) & =-2 n \Lambda_{i j}(u)+\partial_{i} \Lambda_{i j}(u)\left((n-1) u_{i}-u_{j}-\widetilde{u}\right)+\partial_{j} \Lambda_{i j}(u)\left((n-1) u_{j}-u_{i}-\widetilde{u}\right) \\
& \leq-2 n \Lambda_{i j}(u)+\partial_{i} \Lambda_{i j}(u)\left((n-1) u_{i}-u_{j}\right)+\partial_{j} \Lambda_{i j}(u)\left((n-1) u_{j}-u_{i}\right) \\
& =-2 n \Lambda_{i j}+n \Lambda_{i j}-\frac{u_{i}+u_{j}}{u_{i} u_{j}} \Lambda_{i j}^{2},
\end{aligned}
$$

where the last identity follows by inserting the explicit relations (A.3) for the derivatives. With (A.1) we obtain $2 M_{i j}(u) \leq-(n+2) \Lambda_{i j}=(n+2) K_{i j}(u)$, and Lemma 3.2 yields that $E$ is indeed geodesically $\frac{n+2}{2}$-convex. We expect that the result is not optimal for $n \geq 3$. However, for $u=w=\frac{1}{n} \bar{e}$ we can use (3.5) to obtain the upper bound $n$ for the maximal $\lambda$. Hence, we have $\lambda_{n}^{\text {opt }} \in\left[\frac{n+2}{2}, n\right]$.

The next example shows that in general we cannot expect $\lambda \geq 0$, in general.
Example 3.4 (Geodesic $\lambda$-convexity with $\lambda<0$ ) We consider a reversible Markov chain for $n=3$ with equilibrium $w=(1, \varepsilon, 1)$ and
$A=-P=\left(\begin{array}{ccc}2 & -1 / \varepsilon & -1 \\ -1 & 2 / \varepsilon & -1 \\ -1 & -1 / \varepsilon & 2\end{array}\right) \quad$ and $\quad K(u)=\left(\begin{array}{ccc}\Lambda_{12}+\Lambda_{13} & -\Lambda_{12} & -\Lambda_{13} \\ -\Lambda_{12} & \Lambda_{12}+\Lambda_{23} & -\Lambda_{23} \\ -\Lambda_{13} & -\Lambda_{23} & \Lambda_{13}+\Lambda_{23}\end{array}\right)$
where $\Lambda_{i j}=\Lambda\left(\rho_{i}, \rho_{j}\right)$ with $\rho_{i}=u_{i} / w_{i}$. We calculate $M(u)=\frac{1}{2}\left(K(u) A^{T}+A K(u)-\mathrm{D} K(u)[A u]\right)$ explicitly and find, for $u_{*}=(1,1,1)$ and $\varepsilon=1 / 100$,

$$
K\left(u_{*}\right)=\left(\begin{array}{ccc}
1+\Lambda_{*} & -\Lambda_{*} & -1 \\
-\Lambda_{*} & 2 \Lambda_{*} & -\Lambda_{*} \\
-1 & -\Lambda_{*} & 1+\Lambda_{*}
\end{array}\right), \quad M\left(u_{*}\right) \approx\left(\begin{array}{ccc}
778 & -2854 & 2076 \\
-2854 & 5708 & -2854 \\
2076 & -2854 & 778
\end{array}\right)
$$

where $\Lambda_{*}=\Lambda(1,100) \approx 21.498$. From this we see that the geodesic $\lambda$-convexity to be proved in Theorems 4.1 and 4.6 can only hold for $\lambda \leq \lambda_{*} \approx-55.23$, as $M\left(u_{*}\right)-\lambda K\left(u_{*}\right)$ is not positive semidefinite for $\lambda>\lambda_{*}$.

Example 3.5 (Markov chains for $n=2$ ) For $n=2$ every nontrivial Markov chain is reversible with $w=(\theta, 1-\theta)$ and $A=-P=\mu\left(\begin{array}{cc}1-\theta-\theta \\ \theta-1 & \theta\end{array}\right)$ for $\mu>0$. We obtain

$$
K(u)=\kappa \Lambda_{12}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right) \quad \text { and } \quad M(u)=m(u)\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right)
$$

where $\kappa=\mu \theta(1-\theta), \Lambda_{12}=\Lambda\left(\rho_{1}, \rho_{2}\right)$ with $\rho=\left(\rho_{1}, \rho_{2}\right)=\left(u_{1} / \theta, u_{2} /(1-\theta)\right)$ and

$$
m(u)=\mu \kappa \Lambda_{12}-\frac{\mu \kappa}{2}\left((1-\theta) \partial_{\rho_{1}} \Lambda\left(\rho_{1}, \rho_{2}\right)-\theta \partial_{\rho_{2}} \Lambda\left(\rho_{1}, \rho_{2}\right)\right)\left(\rho_{1}-\rho_{2}\right) .
$$

Geodesic $\Lambda$-convexity is equivalent to $m \geq \lambda \kappa \Lambda$ for all $\rho$. Using (A.3) we find

$$
\frac{\rho_{1}-\rho_{2}}{\Lambda\left(\rho_{1}, \rho_{2}\right)}\left((1-\theta) \partial_{\rho_{1}} \Lambda\left(\rho_{1}, \rho_{2}\right)-\theta \partial_{\rho_{2}} \Lambda\left(\rho_{1}, \rho_{2}\right)\right)=1-\left(\frac{1-\theta}{\rho_{1}}+\frac{\theta}{\rho_{2}}\right) \Lambda\left(\rho_{1}, \rho_{2}\right) \leq c(\theta)
$$

where we denote by $c(\theta)$ the maximum over all $\rho_{j}>0$. Using (A.1) we easily obtain $1>c(\theta) \geq$ $1-2 \sqrt{\theta(1-\theta)} \geq 0=c(1 / 2)$. Thus, the two-dimensional Markov chain is geodesically $\lambda$-convex for $\lambda=\mu(1-c(\theta) / 2) \geq \mu / 2$. Taking $\mu=2$ and $\theta=1 / 2$ we obtain $\lambda=2$ as in the case $n=2$ of Example 3.3.

### 3.3 The complete metric space $\left(\bar{X}_{n}, d_{K}\right)$

Above we have seen that any reversible Markov chain $\dot{u}=P u$ can be understood as a gradient system $\left(X_{n}, E, K\right)$, where the Onsager structure $K$ is the inverse of the Riemannian metric $G$. As explained in Section 2.3 we can introduce the distance $d_{K}: X_{n} \times X_{n} \rightarrow[0, \infty[$. We rewrite the formula explicitly in terms of $K$ (i.e. in the Benamou-Brenier form [BeB00]):

$$
\begin{array}{r}
d_{K}\left(u_{0}, u_{1}\right)=\inf \left\{\int_{0}^{1}\langle\xi(s), K(u(s)) \xi(s)\rangle^{1 / 2} \mathrm{~d} s \mid \dot{u} \in \mathrm{~W}^{1,2}\left([0,1] ; X_{n}\right)\right. \\
\left.u(0)=u_{0}, u(1)=u_{1}, \dot{u}(s)=K(u(s)) \xi(s)\right\}
\end{array}
$$

So far, $X_{n}$ is the open set with $u_{i}>0$ for all $i$. We want to show that $d_{K}$ can be uniquely extended to the closure $\bar{X}_{n}=\operatorname{Prob}(\{1, \ldots, n\})$, i.e. there is a unique continuous extension of $d_{K}$ to $\bar{X}_{n} \times \bar{X}_{n}$. Moreover, this extension turns ( $\bar{X}_{n}, d_{K}$ ) into a complete metric space, whose topology is the same as the standard Euclidean topology on $\bar{X}_{n} \subset \mathbb{R}^{n}$.

We need to estimate the metric $G$ from above near the boundary of $X_{n}$. Hence, $K$ has to be estimated from below, and we set

$$
\underline{\pi} \stackrel{\text { def }}{=} \min \left\{P_{i j} w_{j} \mid P_{i j}>0\right\}>0 \quad \text { and } \underline{\lambda}(u) \stackrel{\text { def }}{=} \min \left\{\Lambda\left(u_{i} / w_{i}, u_{j} / w_{j}\right) \mid P_{i j}>0\right\} .
$$

Because the cotangent space to $X_{n}$ is given by $\xi \in \mathbb{R}^{n}$ with $\xi \cdot \bar{e}=0$, we have

$$
\begin{equation*}
|\xi|^{2}=\frac{1}{2 n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(\xi_{i}-\xi_{j}\right)^{2} . \tag{3.8}
\end{equation*}
$$

Recall that the Markov chain $\left(X_{n}, E, K\right)$ is assumed to be irreducible. Hence, for every pair $(i, j)$ there exists a chain $i=k_{0}, k_{1}, \ldots, k_{\bar{m}}=j$ with $\bar{m} \leq n-1$ such that $P_{k_{m-1} k_{m}} \geq \underline{\pi}$ for $m=1, \ldots, \bar{m}$. We now estimate

$$
\begin{aligned}
& \left(\xi_{i}-\xi_{j}\right)^{2} \leq \bar{m} \sum_{m=1}^{\bar{m}}\left(\xi_{k_{m-1}}-\xi_{k_{m}}\right)^{2} \\
& \leq(n-1) \sum_{m=1}^{\bar{m}} \frac{P_{k_{m-1} k_{m}} w_{k_{m}} \Lambda\left(\rho_{k_{m-1}}, \rho_{k_{m}}\right)}{\underline{\pi} \underline{\lambda}(u)}\left(\xi_{k_{m-1}}-\xi_{k_{m}}\right)^{2} \leq \frac{n-1}{\underline{\pi} \underline{\lambda}(u)}\langle\xi, K(u) \xi\rangle
\end{aligned}
$$

Inserting this into (3.8) gives $\langle\xi, K(u) \xi\rangle \geq 2 n^{2} \underline{\pi} \underline{\lambda}(u)|\xi|^{2} /(n-1)$. Using the lower estimate $\Lambda(a, b) \geq$ $\sqrt{a b}$ from (A.1) and the abbreviations $\underline{u}=\min \left\{u_{j} \mid j=1, \ldots, n\right\}$ and $\bar{w}=\max \left\{w_{j} \mid j=1, \ldots, n\right\}$ we have $\underline{\lambda}(u) \geq \underline{u} / \bar{w}$. As a consequence, for a given Markov generator $P$ there exists a constant $C>0$ such that the Riemannian metric $G=K^{-1}$ satisfies

$$
\begin{equation*}
\langle v, G(u) v\rangle \leq C|v|^{2} / \underline{u} \quad \text { for all } v \text { with } v \cdot \bar{e}=0 \text { and all } u \in X_{n} \tag{3.9}
\end{equation*}
$$

Consider any sequences $\left(u_{m}\right)_{m \in \mathbb{N}}$ and $\left(\widetilde{u}_{m}\right)_{m \in \mathbb{N}}$ with

$$
u_{m} \rightarrow u \quad \text { and } \quad \widetilde{u}_{m} \rightarrow \widetilde{u} \quad \text { in } \bar{X}_{n}
$$

where convergence is meant in the Euclidean sense. We will show that $\left(d_{K}\left(u_{m}, \widetilde{u}_{m}\right)\right)_{m \in \mathbb{N}}$ is a Cauchy sequence such that $d_{K}(u, \widetilde{u})$ will be defined as $\lim _{m \rightarrow \infty} d_{K}\left(u_{m}, \widetilde{u}_{m}\right)$. Then, $d_{K}: \bar{X}_{n} \times \bar{X}_{n} \rightarrow \mathbb{R}$ is continuous.

To show convergence of $\left(d_{K}\left(u_{m}, \widetilde{u}_{m}\right)\right)_{m \in \mathbb{N}}$ we use the triangle inequality

$$
\left|d_{K}\left(u_{m}, \widetilde{u}_{m}\right)-d_{K}\left(u_{l}, \widetilde{u}_{l}\right)\right| \leq d_{K}\left(\widetilde{u}_{l}, \widetilde{u}_{m}\right)+d_{K}\left(u_{m}, u_{l}\right) .
$$

Thus, it remains to show that $d_{K}\left(u_{m}, u_{l}\right)$ converges to 0 . For $u \in X_{n}$ this is trivial, as $d_{K}\left(u_{m}, u_{l}\right) \leq$ $d_{K}\left(u_{m}, u\right)+d_{K}\left(u, u_{l}\right) \rightarrow 0$ as the Euclidean metric is equivalent to $d_{K}$ on compact subsets of $X_{n}$. For $u \in \partial X_{n}$ choose $\varepsilon>0$ and take $m, l \in \mathbb{N}$ so big, that $\left|u_{m}-u\right|,\left|u_{l}-u\right| \leq \varepsilon$. Using the point $u^{\varepsilon}=(1-\varepsilon) u+\frac{\varepsilon}{n} \bar{e} \in X_{n}$ we can estimate

$$
d_{K}\left(u_{m}, u_{l}\right) \leq d_{K}\left(u_{m}, u^{\varepsilon}\right)+d_{K}\left(u_{l}, u^{\varepsilon}\right)
$$

Defining the linear path $U(s)=(1-s) u_{m}+s u^{\varepsilon}$ we have $\dot{U}=u^{\varepsilon}-u_{m}$ giving $|\dot{U}| \leq 2 \varepsilon$. Moreover, for all $j$ we have $U_{j}(s) \geq s \varepsilon / n$, and using (3.9) we obtain

$$
d_{K}\left(u_{m}, u^{\varepsilon}\right) \leq \int_{0}^{1}\langle\dot{U}, G(U(s)) \dot{U}\rangle^{1 / 2} \mathrm{~d} s \leq \int_{0}^{1}\left(\frac{n C}{\varepsilon s} 4 \varepsilon^{2}\right)^{1 / 2} \mathrm{~d} s=4(n C \varepsilon)^{1 / 2} .
$$

As $\varepsilon>0$ was arbitrary we obtain the desired result $d_{K}\left(u_{m}, u_{l}\right) \rightarrow 0$ and conclude that $d_{K}$ has a well-defined continuous extension to $\bar{X}_{n} \times \bar{X}_{n}$. We note that points on the boundary $\partial X_{n}$ may be connected with geodesics that lie inside $X_{n}$ except for their endpoints.

## 4 Geodesic $\lambda$-convexity for Markov chains

### 4.1 A general result on geodesic $\lambda$-convexity

In this section we show that every finite-dimensional reversible Markov chain is geodesically $\lambda$-convex. Enven though our theory is finite dimensional, this result is nontrivial: On the one hand the Onsager matrix $K$, which is formed with the entries $\Lambda\left(\rho_{i}, \rho_{j}\right)$ with $\rho_{i}=u_{i} / w_{i}$, is not uniformly positive definite on the state space $X_{n}$. On the other hand, the matrix $M(u)$ depends in a complicated manner on $\rho=\left(u_{1} / w_{1}, \ldots, u_{n} / w_{n}\right)$, in particular through the derivatives of $\Lambda\left(\rho_{i}, \rho_{j}\right)$. The proof uses several special properties of the function $\Lambda$ that are discussed in Appendix A. In particular, the derivatives $\partial_{\rho_{i}} \Lambda\left(\rho_{i}, \rho_{j}\right)$ cannot be simply estimated by $\Lambda\left(\rho_{i}, \rho_{j}\right)$, but rather correct signs need to be used.

Theorem 4.1 Let $\dot{u}=P u$ be a reversible Markov chain with $P \in \mathbb{R}^{n \times n}$, i.e. it is reversible with respect to the strictly positive steady state $w \in] 0,1\left[{ }^{n}\right.$. Then, there exists a $\lambda \in \mathbb{R}$ such that the entropy $E(u)=\sum_{i=1}^{N} u_{i} \log \left(u_{i} / w_{i}\right)$ is geodesically $\lambda$-convex with respect to the metric defined by $K$ given in (3.4).

The remainder of this subsection forms the proof of the above theorem. As the case $n=2$ is trivial (see Example 3.5), we assume $n \geq 3$ for the rest of this section. While there is a much shorter proof for the case when all transition coefficients $P_{i j}, i \neq j$, are strictly positive (see Section 4.2) we have to introduce some notation for the general result discussed here. We define the set $\mathfrak{E}$ of transition edges via

$$
\mathfrak{E}=\left\{\overline{i j} \mid i<j, P_{i j}>0\right\} \quad \text { and } \quad n_{\mathfrak{E}}=\# \mathfrak{E} .
$$

Moreover, we define a connection matrix $S \in \mathbb{R}^{N_{\mathcal{E}} \times n}$ via

$$
S_{\overline{i j}, k}=\left\{\begin{array}{cl}
1 & \text { if } i=k, \\
-1 & \text { if } j=k, \\
0 & \text { else } .
\end{array}\right.
$$

Thus, we can rewrite the matrices $A=-P, K(u)$ and $M(u)$ in the form

$$
\begin{equation*}
A=S^{*} \mathbb{P} S W^{-1}, \quad K(u)=S^{*} \mathbb{L}(u) S, \quad M(u)=S^{*} \mathbb{M}(u) S \tag{4.1}
\end{equation*}
$$

where we use the abbreviations

$$
\begin{aligned}
& W=\operatorname{diag} w, \quad \pi_{i j}=P_{i j} w_{j}=\pi_{j i} \geq 0 \text { for } i \neq j, \\
& \mathbb{P}=\operatorname{diag}\left(\Pi_{i j}\right)_{\overline{i j} \in \mathfrak{E}}, \quad \mathbb{L}(u)=\operatorname{diag}\left(\pi_{i j} \Lambda\left(u_{i} / w_{i}, u_{j} / w_{j}\right)\right)_{\overline{i j} \in \mathfrak{E}}
\end{aligned}
$$

Reversibility of the Markov chain $\dot{u}=P u$ means that $W^{-1}=\operatorname{diag}\left(1 / w_{i}\right)_{i=1, \ldots, n}$ exists and that $A W=(A W)^{\top}=W A^{\top}$.

For the future analysis it is more convenient to express the matrices $\mathbb{K}, \mathbb{L}$, and $\mathbb{M}$ in terms of the relative densities $\rho_{i}$ from $u=W \rho$ via

$$
\mathcal{K}(\rho)=\mathbb{K}\left(W^{-1} \rho\right), \quad \mathcal{L}(\rho)=\mathbb{L}\left(W^{-1} \rho\right), \quad \mathcal{M}(\rho)=\mathbb{M}\left(W^{-1} \rho\right)
$$

which gives the final formulas

$$
\mathcal{L}(\rho)=\operatorname{diag}\left(\pi_{i j} \Lambda\left(\rho_{i}, \rho_{j}\right)\right)_{\overline{i j} \in \mathfrak{E}}, \quad \mathcal{M}(\rho)=\frac{1}{2}\left(\mathcal{L} \mathbf{S P}+\mathbb{P} \mathbf{S} \mathcal{L}-\mathrm{D} \mathcal{L}(\rho)\left[W^{-1} A W \rho\right]\right)
$$

where $\mathbf{S}=S W^{-1} S^{*} \in \mathbb{R}^{N_{\mathscr{E}} \times N_{\mathcal{E}}}$. Note that in the last term we have $A u=A W \rho$ (for the formula (2.4)) and that there is an extra $W^{-1}$ because of $\mathrm{D} \mathbb{L}(u)[v]=\mathrm{D} \mathcal{L}(\rho)\left[W^{-1} v\right]$.

From the special form of $M=S^{*} \mathcal{M} S$ and $K=S^{*} \mathcal{L} S$ it is obvious that it is sufficient (but by far not necessary) for geodesic $\lambda$-convexity that

$$
\begin{equation*}
\exists \lambda \forall \rho \in] 0, \infty\left[^{n}: \quad \mathcal{N}(\rho) \stackrel{\text { def }}{=} 2 \mathcal{M}(\rho)-2 \lambda \mathcal{L}(\rho) \geq 0\right. \tag{4.2}
\end{equation*}
$$

The main point of these representations is that $\mathcal{L}$ and $\mathbb{P}$ are diagonal matrices. All non-diagonal terms are induced by the matrix $S$ only. In particular, changing $\lambda$ only changes the diagonal entries of $\mathcal{N}$ in a monotone way. The structure $\mathbf{S} \in \mathbb{R}^{N_{\mathcal{E}} \times N_{\mathcal{E}}}$ is comparably simple, namely

Thus, all nontrivial off-diagonal terms are associated with a pair of two edges having one common endpoint. The signs of $\mathbf{S}_{\overline{i j}, \overline{k l}}$ will not matter in our estimates.

Using the shorthand notations

$$
\Lambda_{i j}=\Lambda\left(\rho_{i}, \rho_{j}\right) \quad \text { and } \quad \Lambda_{i j, k}=\partial_{\rho_{k}} \Lambda\left(\rho_{i}, \rho_{j}\right)
$$

the entries $\mathcal{N}_{\overline{i j}} \overline{k l}$ take the form

$$
\begin{aligned}
& \mathcal{N}_{\overline{i \bar{j}} \bar{j}}=2\left(\frac{1}{w_{i}}+\frac{1}{w_{j}}\right) \pi_{i j}^{2} \Lambda_{i j}+\pi_{i j}\left(\Lambda_{i j, i} \frac{(P \rho)_{i}}{w_{i}}+\Lambda_{i j, j} \frac{(P \rho)_{j}}{w_{j}}-2 \lambda \Lambda_{i j}\right), \\
& \mathcal{N}_{\overline{i j} \overline{k l}}=\pi_{i j} \pi_{k l} S_{\overline{i j} \overline{k l}}\left(\Lambda_{i j}+\Lambda_{k l}\right) .
\end{aligned}
$$

The following lemma will be used to establish positive definiteness of $\mathcal{N}$.

Lemma 4.2 Consider a symmetric matrix $\Gamma \in \mathbb{R}^{\mu \times \mu}$. If

$$
\begin{align*}
& \forall \alpha \in\{1, \ldots, \mu\}: \quad \Gamma_{\alpha \alpha}=\sum_{\beta=1}^{\mu} \gamma_{\alpha \alpha}^{\beta} \text { with } \gamma_{\alpha \alpha}^{\beta} \geq 0,  \tag{4.3a}\\
& \forall \alpha \neq \beta: \quad \Gamma_{\alpha \beta}^{2} \leq \gamma_{\alpha \alpha}^{\beta} \gamma_{\beta \beta}^{\alpha}, \tag{4.3b}
\end{align*}
$$

then, $\Gamma$ is positive semidefinite.

Proof: For all $\xi \in \mathbb{R}^{\mu}$ we have

$$
\begin{aligned}
\xi \cdot \Gamma \xi & =\sum_{\alpha} \Gamma_{\alpha \alpha} \xi_{\delta}^{2}+\sum_{\alpha \neq \beta} \Gamma_{\alpha \beta} \xi_{\alpha} \xi_{\beta} \geq \sum_{\alpha, \beta} \gamma_{\alpha \alpha}^{\beta} \xi_{\alpha}^{2}-\sum_{\alpha \neq \beta}\left(\gamma_{\alpha \alpha}^{\beta} \gamma_{\beta \beta}^{\alpha}\right)^{1 / 2}\left|\xi_{\alpha} \xi_{\beta}\right| \\
& \geq \sum_{\alpha \neq \beta} \gamma_{\alpha \alpha}^{\beta} \xi_{\alpha}^{2}-\left(\sum_{\alpha \neq \beta} \gamma_{\alpha \alpha}^{\beta} \xi_{\alpha}^{2}\right)^{1 / 2}\left(\sum_{\alpha \neq \beta} \gamma_{\beta \beta}^{\alpha} \xi_{\beta}^{2}\right)^{1 / 2}=0
\end{aligned}
$$

This proves the desired result.
To apply the above lemma, we need to find a proper splitting of $\mathcal{N}_{\overline{i j} \overline{i j}}$ into nonnegative parts as in (4.3a) such that the off-diagonal terms can be controlled as in (4.3b). For this we have to analyze the occurring terms in more detail. We first split them into three groups via

$$
\begin{align*}
& \mathcal{N}_{\overline{i j} \overline{i j}}=N_{\overline{i j}}^{\mathrm{I}}+N_{\overline{i j}}^{\mathrm{II}}+N_{\overline{i j}}^{\mathrm{III}}, \\
& \text { where } N_{\overline{i j}}^{\mathrm{I}}=2 \pi_{i j}^{2}\left(\frac{1}{w_{i}}+\frac{1}{w_{j}}\right) \Lambda_{i j}+\pi_{i j}\left(\Lambda_{i j, i} P_{i i} \rho_{i}+\Lambda_{i j, j} P_{j j} \rho_{j}\right)-2 \pi_{i j} \lambda \Lambda_{i j},  \tag{4.4}\\
& N_{\overline{i j}}^{\mathrm{II}}=\pi_{i j} \sum_{l \notin\{, j\}}\left(\Lambda_{i j, i} \frac{\pi_{l i}}{w_{i}}+\Lambda_{i j, j} \frac{\pi_{l j}}{w_{j}}\right) \rho_{l}, \quad \text { and } \quad N_{\overline{i j}}^{\mathrm{II}}=\pi_{i j}^{2}\left(\Lambda_{i j, i} \frac{\rho_{j}}{w_{i}}+\Lambda_{i j, j} \frac{\rho_{i}}{w_{j}}\right) .
\end{align*}
$$

Note that the terms involving the derivatives $\Lambda_{i j, i}$ and $\Lambda_{i j, j}$ are distributed to the three parts according to their properties. All terms in $N_{i j}^{\mathrm{I}}$ have upper and lower bounds in terms of $\Lambda_{i j}$ by using (A.4a). In $N \frac{\mathrm{II}}{\bar{i} j}$ we have collected the interaction with vertices $l \notin\{i, j\}$, while $N_{\overline{i j}}^{\mathrm{III}}$ features an important interaction term. The crucial estimate

$$
\begin{equation*}
N_{\overline{i j}}^{\mathrm{III}} \geq \frac{\pi_{i j}^{2}}{\max \left\{w_{i}, w_{j}\right\}}\left(\Lambda_{i j}^{2}\left(\frac{1}{\rho_{i}}+\frac{1}{\rho_{j}}\right)-\Lambda_{i j}\right) \geq \frac{\pi_{i j}^{2}}{\max \left\{w_{i}, w_{j}\right\}} \Lambda_{i j} \geq 0 \tag{4.5}
\end{equation*}
$$

follows via (A.4b). It will be important to use the first estimate from (4.5), which is much sharper for $\rho_{i} \neq \rho_{j}$ than the lower bound by $\Lambda_{i j}$ given in the second estimate.

We now define the splitting (4.3a) of the diagonal elements $\mathcal{N}_{\overline{i j} \overline{i j}}=\sum_{\overline{k l} \in \mathfrak{E}} N_{\overline{i \bar{i} \bar{j}}}^{\overline{k l}}$. If $\{i, j\} \cap$ $\{k, l\}=\emptyset$ we simply let $N_{\overline{i \bar{j}} \bar{j}}^{\overline{k l}}=0=N_{\overline{k l} \overline{k l}}^{\bar{i}}$ since the corresponding non-diagonal entry $\mathcal{N}_{\overline{i j} \overline{k l}}$ equals 0 as well.

Now consider $\overline{i j} \in \mathfrak{E}$ fixed and define $n_{\overline{i j}} \in\{1, \ldots, 2 n-2\}$ as the number of edges $\overline{k l}$ such that $\{i, j\} \cap\{k, l\} \neq \emptyset$. These edges have either the common vertex $i$ or $j$. Without loss of generality we may assume $j=k$ as the ordering of the vertices does not matter here. We further define the set of all neighbors of $j$, namely $\mathfrak{N}_{j} \stackrel{\text { def }}{=}\{k \in\{1, \ldots, n\} \mid \overline{j k} \in \mathfrak{E}$ or $\overline{k j} \in \mathfrak{E}\}$ and let $\widehat{n}_{j}=\# \mathfrak{N}_{j}$. Since $j \notin \mathfrak{N}_{j}$ and $i, k \in \mathfrak{N}_{j}$ we have $\widehat{n}_{j} \in\{2, \ldots, n-1\}$.

Thus, we have $\overline{k l}=\overline{j l}$ for $l \in \mathfrak{N}_{j} \backslash\{i\}$ and can set

$$
\begin{equation*}
N_{\overline{i \bar{j}} \bar{j}}^{\bar{j}}=\pi_{i j} \nu_{\overline{i j} \overline{j l}} \Lambda_{i j}+\frac{\pi_{i j} \pi_{j l}}{w_{j}} \Lambda_{i j, j} \rho_{l}+\frac{1}{\widehat{n}_{j}-1} N_{\overline{i j}}^{I I I}, \tag{4.6}
\end{equation*}
$$

where we followed the same splitting strategy as in (4.4) and used $n \geq 3$. The constants $\nu_{\overline{i j} \overline{j l}}=$ $\nu_{\overline{j l} \overline{i j}} \in \mathbb{R}$ will be chosen later and we set $\nu_{\overline{i j} \overline{k l}}=0$ for $\{i, j\} \cap\{k, l\}=\emptyset$.

Finally, we set $N_{\overline{i j} \overline{i j}}^{\bar{i}}=\mathcal{N}_{\overline{i j} \overline{i j}}-\sum_{\overline{k l} \neq \overline{i j}} N_{\overline{i j} \overline{i j}}^{\overline{k l}}$ and obtain the lower bound

$$
N_{\overline{i \bar{j}} \overline{\bar{i}}}^{\overline{\bar{j}}} \geq \pi_{i j}\left(2 \pi_{i j}\left(\frac{1}{w_{i}}+\frac{1}{w_{j}}\right)+\min \left\{P_{i i}, P_{j j}\right\}-2 \lambda-\sum_{\overline{k l} \neq \overline{i j}} \nu_{\overline{i j} \overline{k l}}\right) \Lambda_{i j} .
$$

After having chosen all $\nu_{\overline{i j} \overline{k l}}$, we find a desired $\lambda$ via

$$
\begin{equation*}
\lambda=\frac{1}{2} \min \left\{\left.2 \pi_{i j}\left(\frac{1}{w_{i}}+\frac{1}{w_{j}}\right)-\max \left\{\left|P_{i i}\right|,\left|P_{j j}\right|\right\}-\sum_{\overline{k l} \neq \overline{i j}} \nu_{\overline{i j} \overline{k l}} \right\rvert\, \overline{i j} \in \mathfrak{E}\right\} . \tag{4.7}
\end{equation*}
$$

Thus, (4.3a) is satisfied, if all $N_{\overline{i \bar{j}} \bar{j}}^{\overline{k l}}$ are nonnegative as well, and it remains to establish the estimate (4.3b) for the non-diagonal entries. Then, Lemma 4.2 can be applied and Theorem 4.1 follows.

To estimate the nontrivial non-diagonal entries $\mathcal{N}_{\overline{i j} \overline{k l}}$ as assumed in (4.3b), it again suffices to consider the case $\overline{k l}=\overline{j l}$, as the other cases are analogous. The conditions in (4.3) are equivalent to

$$
\mathbf{N}^{\overline{\bar{j}} \bar{j} \bar{j} l} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
N_{\overline{\bar{j}} \overline{\bar{j}}}^{\overline{\bar{j}}} & \mathcal{N}_{\overline{i \bar{j}} \overline{j l}} \\
\mathcal{N}_{\overline{i j} \overline{j l}} & N_{\bar{j} \bar{j} \bar{j} l}^{\overline{\bar{j}}}
\end{array}\right) \geq 0
$$

in the sense of positive semidefiniteness of the matrices. Multiplying from left and right by the diagonal matrix $\operatorname{diag}\left(\pi_{i j} \Lambda_{i j}, \pi_{j l} \Lambda_{j l}\right)^{1 / 2}$ this is equivalent to

$$
\begin{aligned}
& \nu_{\overline{i j} \overline{j l}}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)+B^{\overline{\bar{j}} \overline{j l}}(\rho) \geq 0, \quad \text { where } B^{\overline{i j} \overline{j l}}=\left(\begin{array}{ll}
B_{11}^{\bar{j} \bar{l}} & B_{12}^{\bar{i} \overline{j l}} \\
B_{12}^{\bar{j} \bar{j}} & B_{22}^{\bar{j} \bar{j}}
\end{array}\right) \\
& B_{11}^{\overline{i j} \overline{j l}} \geq \frac{\pi_{i j}}{\left(\hat{n}_{j}-1\right) \max \left\{w_{i}, w_{j}\right\}}\left(\Lambda_{i j}\left(\frac{1}{\rho_{i}}+\frac{1}{\rho_{j}}\right)-1\right)+\frac{\pi_{j l}}{w_{j}} \frac{\Lambda_{i j, j}}{\Lambda_{i j}} \rho_{l}, \\
& \text { with } B_{12}^{\bar{j} \overline{j l}}=\frac{\left(\pi_{i j} \pi_{j l}\right)^{1 / 2}}{w_{j}}\left(\left(\Lambda_{i j} / \Lambda_{j l}\right)^{1 / 2}+\left(\Lambda_{j l} / \Lambda_{i j}\right)^{1 / 2}\right) \text {, } \\
& B_{22}^{\overline{i j} \overline{j l}} \geq \frac{\pi_{j l}}{\left(\hat{n}_{j}-1\right) \max \left\{w_{j}, w_{l}\right\}}\left(\Lambda_{j l}\left(\frac{1}{\rho_{j}}+\frac{1}{\rho_{l}}\right)-1\right)+\frac{\pi_{i j}}{w_{j}} \frac{\Lambda_{j l, j}}{\Lambda_{j l}} \rho_{i},
\end{aligned}
$$

where we already used the lower bound (4.5) for $N^{\mathrm{III}}$.
Thus, the validity of (4.3b) is shown if we are able to show that the eigenvalues of the symmetric matrices $B^{\overline{i j} \bar{j}}(\rho)$ are uniformly bounded from below for all $\left.\rho \in\right] 0, \infty\left[^{n}\right.$. The difficulty lies in the fact that the entries are unbounded (while being 0 -homogeneous), and the task is to control the negative part of the eigenvalues.

Clearly, the lowest eigenvalue decreases if we decrease the diagonal entries or increase the offdiagonal entry of $B^{\overline{i j} \overline{j l}}$. Using $\Lambda_{i j}\left(\frac{1}{\rho_{i}}+\frac{1}{\rho_{j}}\right)-1 \geq \frac{1}{2} \Lambda_{i j}\left(\frac{1}{\rho_{i}}+\frac{1}{\rho_{j}}\right)$ (cf. (A.4b)), it suffices to find an
estimate from below for the eigenvalues of $\alpha_{\overline{i j} \overline{j l}} G_{\beta_{\overline{i \jmath} \overline{\jmath l}}}\left(\rho_{i}, \rho_{j}, \rho_{l}\right)$ where

$$
\begin{aligned}
& G_{\beta}\left(\rho_{i}, \rho_{j}, \rho_{l}\right) \stackrel{\text { def }}{=}\left(\begin{array}{cc}
\Lambda_{i j}\left(\frac{1}{\rho_{i}}+\frac{1}{\rho_{j}}\right)+\frac{\Lambda_{i j, j}}{\Lambda_{i j}} \rho_{l} & \beta\left(\Lambda_{i j} / \Lambda_{j l}\right)^{1 / 2}+\beta\left(\Lambda_{j l} / \Lambda_{i j}\right)^{1 / 2} \\
\beta\left(\Lambda_{i j} / \Lambda_{j l}\right)^{1 / 2}+\beta\left(\Lambda_{j l} / \Lambda_{i j}\right)^{1 / 2} & \Lambda_{j l}\left(\frac{1}{\rho_{j}}+\frac{1}{\rho_{l}}\right)+\frac{\Lambda_{\bar{j}, j}}{\Lambda_{j l}} \rho_{i}
\end{array}\right), \\
& \alpha_{\overline{i j} \overline{j l}}=\min \left\{\frac{\pi_{i j}}{2\left(\tilde{n}_{j}-1\right) \max \left\{w_{i}, w_{j}\right\}}, \frac{\pi_{j l}}{w_{j}}, \frac{\pi_{j l}}{2\left(\widehat{n}_{j}-1\right) \max \left\{w_{j}, w_{l}\right\}}, \frac{\pi_{i j}}{w_{j}}\right\}, \\
& \text { and } \beta_{\overline{i j} \overline{j l}}=\frac{\left(\pi_{i j} \pi_{j l}\right)^{1 / 2}}{\alpha_{\overline{i j} \bar{\jmath} w_{j}}^{w_{j}}} .
\end{aligned}
$$

We now employ the following result, which is proved in Appendix B.
Proposition 4.3 There exists a continuous, decreasing function $\widehat{g}:[0, \infty[\rightarrow \mathbb{R}$ such that for all $\beta \geq 0$ and all $r, s, t>0$ we have $G_{\beta}(r, s, t) \geq \widehat{g}(\beta) I$.

Thus, we are able to conclude that the eigenvalues of $B^{\overline{i j} \overline{j l}}$ are bounded uniformly from below by $\alpha_{\overline{i j} \bar{j} l} \widehat{g}\left(\beta_{\bar{i} \bar{j} \bar{j}}\right)$. Hence, $\mathbf{N}^{\bar{i} \bar{j} l}$ is positive semidefinite for all $\rho$ if we choose $\nu_{\bar{i} \bar{j} \overline{j l}}=-\alpha_{\overline{i j}} \bar{j} \widehat{g}\left(\beta_{\overline{i j}} \overline{j l}\right)$. Thus, we have established condition (4.3b) and Theorem 4.1 is proved.

In principle, the above proof for the existence of a $\lambda$ for geodesic $\lambda$-convexity is constructive. However, we do not have an explicit bound for $\widehat{g}$, and the above estimate is not optimized for obtaining good lower bounds values for $\lambda$ in the geodesic $\lambda$-convexity of the relative entropy $E$. At this stage we are content to establish the existence of one $\lambda \in \mathbb{R}$. Note that in the definition of $N_{\overline{i j} \bar{j}}^{\bar{j}}$ we did not use the term $\frac{\pi_{i j} \pi_{i l}}{w_{i}} \Lambda_{i j, i} \rho_{l}$, which may indeed vanish if $\pi_{i l}=0$. Note that $\overline{i j}, \overline{j l} \in \mathfrak{E}$ does not imply $\overline{i l} \in \mathfrak{E}$. However, if all $\pi_{i j}$ are strictly positive, this can be used to find a shorter proof for geodesic $\lambda$-convexity with an explicit bound. This is the content of the next subsection.

Nevertheless, we are able to derive a nontrivial quantitative result for special reversible Markov chains associated with a finite and connected graph with vertices $\{1, \ldots, n\}$. Assume that $P_{i j}=1$ if the vertices $i$ and $j$ are connected by an edge and $P_{i j}=0$ else. Then, $w=\frac{1}{n} \bar{e}$ is the unique steady state, and $\widehat{n}_{j}=-P_{j j}=\sum_{i: i \neq J} P_{i j}$ gives the number of neighboring vertices for the vertex $j$. Our result gives a bound on the geodesic $\lambda$-convexity in terms of $m=\max \left\{\widehat{n}_{j} \mid j=1, \ldots, n\right\}$, which is otherwise independent of $n$.

Corollary 4.4 There exists a non-increasing function $f: \mathbb{N} \rightarrow \mathbb{R}$ such that the following holds. Consider a finite graph with $n$ vertices and the special reversible Markov chain $\dot{u}=P u \in \mathbb{R}^{n}$ with $P_{i j}=1$ if $i$ and $j$ are connected and 0 else. Let $w=\frac{1}{n} \bar{e}^{\top}$ and

$$
m=\max \left\{-P_{j j} \mid j=1, \ldots, n\right\}
$$

then the relative entropy $E$ is geodesically $\lambda$-convex for some $\lambda=f(m)$.

Proof: We just go through the above proof and simplify all expressions using $w_{i}=1 / n$ and $\pi_{i j} \in$ $\{0,1 / n\}$. We obtain $\alpha_{\overline{i j} \overline{j l}}=1 /\left(\widehat{n}_{j}-1\right), \beta_{\bar{i} \bar{j} \bar{l}}=\widehat{n}_{j}-1$, and note that at most for $2 m-2$ edges $\overline{k l}$ we have $\nu_{\overline{i j} \overline{k l}} \neq 0$. With Proposition 4.3 the lower estimate (4.7) yields

$$
\lambda=f(m) \stackrel{\text { def }}{=} \frac{1}{2}(4-m+2 \widehat{g}(m-1)),
$$

which is the desired result.

As an example consider the infinite $d$-dimensional lattice of vertices $\mathbf{z} \in \mathbb{Z}^{d}$ with edges between $\mathbf{z}$ and $\widetilde{\mathbf{z}}$ if and only if $|\mathbf{z}-\widetilde{\mathbf{z}}|=1$ such that $\widehat{n}_{\mathbf{z}}=2 d$ for all $\mathbf{z}$. Now take any finite subgraph with $n$ vertices and construct the special Markov chains as described above, then the Onsager system ( $X_{n}, E, K$ ) is geodesically $\lambda$-convex with $\lambda=f(2 d)$, independently of $n$.

### 4.2 Geodesic $\lambda$-convexity if all $P_{i j}>0$

Here we give a shorter proof of a weakened version of Theorem 4.1. The point is to establish a more explicit bound and to provide a potential method for deriving sharper bounds for Markov chains with suitable additional structures. We use Lemma 3.2 for showing positive definiteness of $N(u)=$ $M(u)-\lambda K(u)$, which cannot be strictly positive definite because of $N(u) \bar{e}=0$. Thus, we have to establish $M_{i j}(u) \leq \lambda K_{i j}(u)$ for $i<j$ and $u \in X_{n}$. Good estimates on $M_{i j}$ will be obtained via the following Proposition 4.5, which replaces the more technical Proposition 4.3. In the latter the two partial derivatives $\partial_{r} \Lambda(r, t)$ and $\partial_{t} \Lambda(r, t)$ have to be collected from two different diagonal elements, while here they occur directly as sum. The result is formulated in terms of the function $\ell$ defined in (1.3).

Proposition 4.5 Define $\widetilde{g}(\beta)=2 \beta$ for $\beta \in[0,1 / 2]$ and $\widetilde{g}(\beta)=4 \beta \ell(1 /(4 \beta))$ for $\beta \geq 1 / 2$. Then, for all $\beta \geq 0$ we have the estimate

$$
\forall r, s, t>0: \quad \beta(\Lambda(r, s)+\Lambda(s, t))-\left(\partial_{r} \Lambda(r, t)+\partial_{t} \Lambda(r, t)\right) s \leq \widetilde{g}(\beta) \Lambda(r, t)
$$

Proof: We abbreviate $\Lambda_{r s}=\Lambda(r, s)$ and $\Lambda_{r s, r}=\partial_{r} \Lambda(r, s)$.
Defining $\gamma_{\beta}(r, s, t)=\beta \frac{\Lambda_{r s}+\Lambda_{s t}}{\Lambda_{r t}}-\frac{\Lambda_{r t}}{r t} s$ we have to show $\gamma_{\beta}(r, s, t) \leq \widetilde{g}(\beta)$, where we used (A.4c). By the symmetry $r \leftrightarrow t$ and the 1 -homogeneity we may assume $0<r \leq t=1$ giving $\Lambda_{r s} \leq \Lambda_{s 1}$. Hence, it suffices to estimate

$$
\sup _{0<r \leq 1, s>0}\left(2 \beta \frac{\Lambda_{1 s}}{\Lambda_{1 r}}-\frac{\Lambda_{1 r}}{r} s\right)=\sup _{0<r \leq 1} \frac{2 \beta}{\Lambda_{1 r}} \ell\left(\frac{\Lambda_{1 r}^{2}}{2 \beta r}\right) \leq 2 \beta \sup _{0<r \leq 1} \frac{\ell\left(\Lambda_{1 r, r} /(2 \beta)\right)}{\ell\left(\Lambda_{1 r, r}\right)},
$$

where the last estimate follows from $\Lambda_{1 r, r} \geq \Lambda_{1 r}^{2} / r$ (cf. (A.4c)) and $\Lambda_{1 r} \geq\left.\Lambda_{a r, a}\right|_{a=1}=\ell\left(\Lambda_{1 r, r}\right)$, cf. (A.4a) and (A.7c).

Since $\xi=\Lambda_{1 r, r}$ ranges through $[1 / 2, \infty[$ for $r \in] 0,1]$, it suffices to establish

$$
\bar{g}(\beta)=\sup \left\{\bar{\ell}_{\beta}(\xi) \mid \xi \geq 1 / 2\right\}=\left\{\begin{array}{cl}
1 & \text { for } \beta \leq 1, \\
2 \ell(1 /(2 \beta)) & \text { for } \beta \geq 1 ;
\end{array} \quad \text { where } \bar{\ell}_{\beta}(\xi)=\frac{\ell(\xi / \beta)}{\ell(\xi)} .\right.
$$

Then, $\widetilde{g}(\beta)=2 \beta \bar{g}(2 \beta)$ gives the desired result.
To calculate $\bar{g}(\beta)$ we first consider $\beta \leq 1$. Because $\ell$ is decreasing we easily find $\bar{\ell}_{\beta}(\xi) \leq 1$. Moreover, $\bar{\ell}_{\beta}(\xi) \rightarrow 1$ for $\xi \rightarrow \infty$ implies $\bar{g}(\beta)=1$.

For $\beta \geq 1$ there exists a unique $\left.\xi_{\beta} \in\right] 1 / 2, \beta / 2\left[\right.$ such that $\xi_{\beta}=\beta \ell\left(\xi_{\beta}\right)$. According to (A.7a) for each $\xi \geq 1 / 2$ there exist $\kappa, \sigma \in \mathbb{R}$ such that

$$
\tilde{\ell}(\kappa)=\xi / \beta, \quad \tilde{\ell}(\sigma)=\xi, \quad \widetilde{\ell}(-\kappa)=\ell(\xi / \beta), \quad \widetilde{\ell}(-\sigma)=\ell(\xi) .
$$

Since $\widetilde{\ell}$ is increasing and $\beta \geq 1$, we have $\sigma \geq 0$ and $\sigma \geq \kappa$. For $\xi \geq \xi_{\beta}$ we have $\widetilde{\ell}(\kappa)=\xi / \beta \geq$ $\ell(\xi)=\widetilde{\ell}(-\sigma)$ yielding $\kappa \geq-\sigma$. Hence, we have

$$
\bar{\ell}_{\beta}(\xi)=\frac{\ell(\xi / \beta)}{\ell(\xi)}=\frac{\widetilde{\ell}(-\kappa)}{\widetilde{\ell}(-\sigma)}=\beta \frac{m(\kappa)}{m(\sigma)} \leq \beta, \quad \text { where } m(\kappa) \stackrel{\text { def }}{=} \widetilde{\ell}(\kappa) \widetilde{\ell}(-\kappa)
$$

For the last estimate we used that $|\kappa| \leq \sigma$ implies $m(\kappa) \leq m(\sigma)$. This follows from the fact that $m$ is even and $m^{\prime}(\kappa)>0$ for $\kappa>0$.

For $\xi \in\left[0, \xi_{\beta}\right]$ we define $\sigma_{\beta}>0$ such that $\xi_{\beta}=\widetilde{\ell}\left(\sigma_{\beta}\right)$ (or $\ell\left(\xi_{\beta}\right)=\widetilde{\ell}\left(-\sigma_{\beta}\right)$ ) and $k_{\beta}$ : $\left[0, \sigma_{\beta}\right] \rightarrow \mathbb{R}$ via $\widetilde{\ell}(\sigma)=\beta \widetilde{\ell}\left(k_{\beta}(\sigma)\right)$. Hence, $k_{\beta}$ is increasing and has range $\left[k_{\beta}(0),-\sigma_{\beta}\right]$, because of $\tilde{\ell}\left(k_{\beta}\left(\sigma_{\beta}\right)\right)=\widetilde{\ell}\left(\sigma_{\beta}\right) / \beta=\xi_{\beta} / \beta=\ell\left(\xi_{\beta}\right)=\widetilde{\ell}\left(-\sigma_{\beta}\right)$. Using $m^{\prime}\left(k_{\beta}\right) \leq 0$ and $m^{\prime}(\sigma) \geq 0$ it follows that $\sigma \mapsto m\left(k_{\beta}(\sigma)\right) / m(\sigma)$ is decreasing on $\left[0, \sigma_{\beta}\right]$ and the maximum is attained at $\sigma=0$, which corresponds to $\xi=1 / 2$ :

$$
\bar{\ell}_{\beta}(\xi)=\beta \frac{m\left(k_{\beta}(\sigma)\right)}{m(\sigma)} \leq \beta \frac{m\left(k_{\beta}(0)\right)}{m(0)}=2 \ell(1 /(2 \beta))=\bar{g}(\beta)
$$

From $\xi \ell(\xi)=m(\sigma) \geq 1 / 4$ we find $\beta \leq \bar{g}(\beta)$ for $\beta \geq 1$. Hence, $\bar{g}$ is calculated, and the desired estimate is established.

To establish geodesic $\lambda$-convexity we use a similar notation as in Section 4.1, namely

$$
\pi_{i j}=P_{i j} w_{j}=\pi_{j i}, \quad A=-P, \quad \Lambda_{i j}=\Lambda\left(\rho_{i}, \rho_{j}\right), \quad \Lambda_{i j, k}=\partial_{\rho_{k}} \Lambda\left(\rho_{i}, \rho_{j}\right)
$$

where $\rho_{k}=u_{k} / w_{k}$. Using the definition of $M$ and the identities

$$
K_{i j}=-\pi_{i j} \Lambda_{i j}, \quad K_{i i}=-\sum_{l \neq i} K_{i l}, \quad A_{i j}=-P_{i j}, \quad A_{i i}=\sum_{l \neq i} P_{l i}>0, \quad \mu_{i j l}=\frac{\pi_{i l} \pi_{j l}}{w_{l}}
$$

where $i \neq j$, we find the explicit representation

$$
\begin{aligned}
2 M_{i j}= & \sum_{l}\left(K_{i l} A_{j l}+A_{i l} K_{l j}\right)+\pi_{i j}\left(\frac{1}{w_{i}} \Lambda_{i j, i}(A u)_{i}+\frac{1}{w_{j}} \Lambda_{i j, j}(A u)_{j}\right) \\
= & \sum_{l \notin\{i, j\}} \mu_{i j l}\left(\Lambda_{i l}+\Lambda_{j l}\right)-\pi_{i j} \Lambda_{i j}\left(A_{i i}+A_{j j}\right) \\
& -\pi_{i j}\left(\frac{1}{w_{i}} \sum_{l \neq i} \pi_{i l} \Lambda_{i l}+\frac{1}{w_{j}} \sum_{l \neq j} \pi_{j l} \Lambda_{j l}\right)+\pi_{i j}\left(\frac{1}{w_{i}} \Lambda_{i j, i}(A u)_{i}+\frac{1}{w_{j}} \Lambda_{i j, j}(A u)_{j}\right) .
\end{aligned}
$$

For applying condition (3.7) for positive semidefiniteness, we observe that $K_{i j}=-\pi_{i j} \Lambda_{i j}$ only depends on $\rho_{i}$ and $\rho_{j}$, whereas $M_{i j}(u)$ may depend on all $\rho_{1}, \ldots, \rho_{n}$. Thus, we rewrite $M_{i j}(u)$ in the form that highlights the dependencies on $\left(\rho_{i}, \rho_{j}\right)$ and on all the others $\rho_{l}$, namely

$$
\begin{align*}
& M_{i j}(u)=\frac{1}{2} \bar{M}_{i j}\left(\rho_{i}, \rho_{j}\right)+\frac{1}{2} \sum_{l \notin\{i, j\}} \widetilde{M}_{i j l}\left(\rho_{i}, \rho_{j}, \rho_{l}\right), \text { where }  \tag{4.8}\\
& \begin{aligned}
& \bar{M}_{i j}\left(\rho_{i}, \rho_{j}\right)=-\pi_{i j}\left(A_{i i}+A_{j j}+P_{i j}+P_{j i}\right) \Lambda_{i l} \\
& \quad+\pi_{i j}\left(\rho_{i} \Lambda_{i j, i} A_{i i}+\rho_{j} \Lambda_{i j, j} A_{j j}-\rho_{j} \Lambda_{i j, i} P_{j i}-\rho_{i} \Lambda_{i j, j} P_{i j}\right) \\
& \\
& \widetilde{M}_{i j l}\left(\rho_{i}, \rho_{j}, \rho_{l}\right)=\pi_{i l}\left(P_{j l}-P_{j i}\right) \Lambda_{i l}+\pi_{j l}\left(P_{i l}-P_{i j}\right) \Lambda_{j l}-\pi_{i j}\left(P_{l i} \Lambda_{i j, i}+P_{l j} \Lambda_{i j, j}\right) \rho_{l} .
\end{aligned}
\end{align*}
$$

Using (A.4) and Proposition 4.5 both terms can be estimated in terms of $\Lambda_{i j}$ via

$$
\begin{align*}
& \bar{M}_{i j} \leq \bar{\mu}_{i j} \pi_{i j} \Lambda_{i j} \quad \text { with } \bar{\mu}_{i j}=-\min \left\{A_{i i}, A_{j j}\right\}-P_{i j}-P_{j i}-\min \left\{P_{i j}, P_{j i}\right\} \\
& \widetilde{M}_{i j l} \leq \widetilde{\mu}_{i j l} \pi_{i j} \Lambda_{i j} \quad \text { with } \widetilde{\mu}_{i j l}=\pi_{i j} \min \left\{P_{l i}, P_{l j}\right\} \widetilde{g}\left(\beta_{i j l}\right)  \tag{4.9}\\
& \quad \text { and } \beta_{i j l}=\max \left\{0, \pi_{l i}\left(P_{j l}-P_{j i}\right), \pi_{l j}\left(P_{i l}-P_{i j}\right)\right\} /\left(\pi_{i j} \min \left\{P_{l i}, P_{l j}\right\}\right) .
\end{align*}
$$

Thus, together with criterion (3.7) we can summarize and obtain the following result.
Theorem 4.6 Assume that $\dot{u}=P u$ is a reversible Markov chain where all transition rates are positive, i.e. $P_{i j}>0$ for all $i<j$. Consider the gradient structure $\left(X_{n}, E, K\right)$ given in Proposition 3.1, then $E$ is geodesically $\lambda$-convex for

$$
\lambda=-\frac{1}{2} \max \left\{\bar{\mu}_{i j}+\sum_{l \notin\{i, j\}} \widetilde{\mu}_{i j l} \mid 1 \leq i<j \leq n\right\},
$$

where $\bar{\mu}_{i j}$ and $\widetilde{\mu}_{i j l}$ are given in (4.9).
We observe that the above arguments do not apply if $\pi_{i j}=0$ and $\pi_{i l}>0$ for some $i \neq j$ and $l \notin\{i, j\}$. For that case, we need the more complicated and less explicit approach of Theorem 4.1.

Example 4.7 The above result allows for another simple example, where the convexity can be estimated. Take any vector $w \in X_{n}$ with $w \cdot \bar{e}=1$ and let

$$
P=\kappa w \otimes \bar{e}-\kappa I, \quad \text { then } P^{\top} \bar{e}=0=P w \text { and } P_{i j} w_{j}=\kappa w_{i} w_{j} .
$$

Hence, $w$ is the steady state of the reversible Markov chain. Applying the above theorem we see that $\widetilde{\mu}_{i j l}=0$ as $P_{i j}=P_{i l}$ by construction. Since $\bar{\mu}_{i j}=-\kappa-2 \kappa \min \left\{w_{i}, w_{j}\right\}$ we conclude geodesic $\lambda$-convexity for $E$ in $\left(X_{n}, E, K\right)$ with $\lambda=\kappa / 2+\kappa \min \left\{w_{i} \mid i=1, \ldots, n\right\}$.

Taking $w=\frac{1}{n} \bar{e}$ and $\kappa=n$ we recover the result of Example 3.3.

## 5 Discretization of a 1D Fokker-Planck equation

In this section we discuss a special Markov chain, which occurs as a discretization of a one-dimensional Fokker-Planck equation. The points $1, \ldots, n$ are aligned and transitions only occur to the nearest neighbor, i.e. $P$ is a tridiagonal matrix. Before investigating this situation we show how for the associated diffusion equation the geodesic convexity can be established. The proof involves several integrations by part that are a guideline for the discrete setting.

### 5.1 Geodesic convexity for the Fokker-Planck equation

We consider the Fokker-Planck equation $\dot{u}=\operatorname{div}(\nabla u+u \nabla \widehat{V})$ on $\Omega=\mathbb{R}^{d}$. Here we only give a formal argument motivating the geodesic $\widehat{\lambda}$-convexity of the relative entropy under the assumption that the potential $\widehat{V}$ is $\widehat{\lambda}$-convex, i.e. in the smooth case we have

$$
\xi \cdot \mathrm{D}^{2} \widehat{V}(x) \xi \geq \widehat{\lambda}|\xi|^{2} \text { for all } x \in \Omega \text { and } \xi \in \mathbb{R}^{d}
$$

First, we apply the approach of Section 2 in a formal way by assuming that all functions are sufficiently smooth and decay fast enough at infinity. The gradient structure of the Fokker-Planck equation is given via

$$
\begin{equation*}
\dot{u}=-\mathcal{K}(u) \mathrm{DE}(u) \quad \text { with } \mathcal{E}(u)=\int_{\Omega} u \log u+\widehat{V} u \mathrm{~d} x \text { and } \mathcal{K}(u) \xi=-\operatorname{div}(u \nabla \xi) \tag{5.1}
\end{equation*}
$$

see [JKO98, Ott01]. To calculate the corresponding quadratic form $\mathcal{M}$ we use that the vector field $\mathcal{F}(u)$ is linear with

$$
\mathcal{F}(u)=\mathcal{A} u=-\Delta u-\operatorname{div}(u \nabla \widehat{V}) \quad \text { and } \quad \mathrm{D} \mathcal{F}(u)^{*} \phi=\mathcal{A}^{*} \phi=-\Delta \phi+\nabla \phi \cdot \nabla \widehat{V}
$$

Hence, using (2.4) and $\Delta\left(\frac{1}{2}|\nabla \phi|^{2}\right)=\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \nabla(\Delta \phi)$ we obtain

$$
\begin{aligned}
& \langle\mathcal{M}(u) \phi, \phi\rangle=\left\langle\mathrm{D} \mathcal{F}(u)^{*} \phi, \mathcal{K}(u) \phi\right\rangle-\frac{1}{2}\langle\phi, \mathrm{D} \mathcal{K}(u)[\mathcal{F}(u)] \phi\rangle \\
& =\int_{\Omega}(-\Delta \phi+\nabla \phi \cdot \nabla \widehat{V})(-\operatorname{div}(u \nabla \phi))-\frac{1}{2}(-\Delta u-\operatorname{div}(u \nabla \widehat{V}))|\nabla \phi|^{2} \mathrm{~d} x \\
& =\int_{\Omega} u\left(\nabla(-\Delta \phi+\nabla \phi \cdot \nabla \widehat{V}) \cdot \nabla \phi+\Delta\left(\frac{1}{2}|\nabla \phi|^{2}\right)-\nabla \widehat{V} \cdot \nabla\left(\frac{1}{2}|\nabla \phi|^{2}\right)\right) \mathrm{d} x \\
& =\int_{\Omega} u\left(\left|\mathrm{D}^{2} \phi\right|^{2}+\nabla \phi \cdot \mathrm{D}^{2} \widehat{V} \nabla \phi\right) \mathrm{d} x \geq \int_{\Omega} u \widehat{\lambda}|\nabla \phi|^{2} \mathrm{~d} x=\widehat{\lambda}\langle\phi, \mathcal{K}(u) \phi\rangle .
\end{aligned}
$$

Second, we emphasize that the above calculation can be turned into a full proof of geodesic $\widehat{\lambda}$ convexity following the analysis developed in [DaS08]. However, there are several other approaches to geodesic $\widehat{\lambda}$-convexity, also called displacement convexity in this context, see [McC97, AGS05]. We also refer to Remark 2.1 to compare with the stronger pointwise Bakry-Émery condition (2.7).

In the next section we will use the above formal calculation as a guide line for arranging terms. In particular, the fact that $\langle\mathcal{M}(u) \phi, \phi\rangle$ and $\langle\mathcal{K}(u) \phi, \phi\rangle$ depend on $\nabla \phi$ only, will be mirrored in the fact that in the discrete Markov chain the corresponding forms depend on the differences $u_{j+1}-u_{j}$ only.

### 5.2 Uniform geodesic $\lambda$-convexity for the discretization

We now return to the one-dimensional case with constant mobility. Our aim is to find a spatial discretization of the corresponding Fokker-Planck equation that keeps the geodesic convexity-properties. In particular, the discretization will be geodesically $\lambda_{n}$-convex with $\lambda_{n} \rightarrow \widehat{\lambda}$, and $\widehat{\lambda}$ is the best value for geodesic $\lambda$-convexity of the Fokker-Planck equation

$$
\begin{equation*}
\dot{u}=\left(u_{x}+u \widehat{V}_{x}(x)\right)_{x}, \quad u_{x}(t, 0)=u_{x}(t, 1)=0, \quad \int_{0}^{1} u(t, x) \mathrm{d} x=1 . \tag{5.2}
\end{equation*}
$$

This equation is given by the gradient system $\left(\mathcal{X}_{n}, \mathcal{E}, \mathcal{K}\right)$ with

$$
\begin{equation*}
\mathcal{E}(u)=\int_{0}^{1} u \log (u / \widehat{w}) \mathrm{d} x \quad \text { and } \quad \mathcal{K}(u)=-\operatorname{div}(u \nabla \square) \tag{5.3}
\end{equation*}
$$

where $\widehat{w}(x)=c \mathrm{e}^{-\widehat{V}(x)}$ with $1 / c=\int_{0}^{1} \mathrm{e}^{-\widehat{V}(x)} \mathrm{d} x$. It is geodesically $\widehat{\lambda}$-convex where $\widehat{\lambda}=\inf \left\{\widehat{V}^{\prime \prime}(x) \mid x \in\right] 0,1[ \}$.

Our discretization should be again a gradient system with a discrete relative entropy and an Onsager matrix $K$ such the gradient system is again a Markov process. On the state space $X_{n} \subset \mathbb{R}^{n}$ we define the energy functional $E$ and the Onsager matrix $K$ as

$$
\begin{align*}
& E(u)=\sum_{i=1}^{n} u_{i} \log \left(u_{i} / w_{i}\right) \text { and } K(u)=S^{*} \mathbb{L}(u) S,  \tag{5.4a}\\
& \text { where } S=\left(\begin{array}{ccccc}
1 & -1 & 0 & \cdots & 0 \\
0 & 1 & -1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & 1 & -1
\end{array}\right) \in \mathbb{R}^{(n-1) \times n} \tag{5.4b}
\end{align*}
$$

and $S^{*} \in \mathbb{R}^{n \times(n-1)}$ is the transposed of $S$. The diagonal matrix $\mathbb{L}=\operatorname{diag}(\mathfrak{L}) \in \mathbb{R}^{(n-1) \times(n-1)}$ is given via

$$
\begin{equation*}
\mathfrak{L}(u)=\left(\mathfrak{L}_{i}(u)\right)_{i=1, \ldots, n-1} \quad \text { with } \mathfrak{L}_{i}(u)=\kappa_{i} \Lambda\left(\frac{u_{i}}{w_{i}}, \frac{u_{i+1}}{w_{i+1}}\right) \tag{5.4c}
\end{equation*}
$$

where the vector $\kappa=\left(\kappa_{i}\right)_{i=1, \ldots, n-1}$ is still to be chosen and $\left.\Lambda:\right] 0, \infty[2 \rightarrow] 0, \infty[$ is given in (1.2). As in Proposition 3.1 the gradient system $\left(X_{n}, E, K\right)$ leads to

$$
\dot{u}=-S^{*} \mathbb{L}(u) S \mathrm{D} E(u)=-S^{*} \operatorname{diag}(\kappa) S\left(u_{i} / w_{i}\right)_{i=1, \ldots, n}=-A u
$$

where $A \in \mathbb{R}^{n \times n}$ has the form

$$
A=S^{*} \operatorname{diag}(\kappa) S \operatorname{diag}(w)^{-1}=\left(\begin{array}{ccccc}
\frac{\kappa_{1}}{w_{1}} & -\frac{\kappa_{1}}{w_{2}} & 0 & \cdots & 0 \\
-\frac{\kappa_{1}}{w_{1}} & \frac{\kappa_{1}+\kappa_{2}}{w_{2}} & -\frac{\kappa_{2}}{w_{3}} & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \frac{\kappa_{n-2}+\kappa_{n-1}}{w_{n-1}} & -\frac{\kappa_{n-1}}{w_{n}} \\
0 & \cdots & 0 & -\frac{\kappa_{n-1}}{w_{n-1}} & \frac{\kappa_{n-1}}{w_{n}}
\end{array}\right) \in \mathbb{R}^{n \times n}
$$

Clearly, we have the equilibrium condition $A w=0$ and the conservation of total mass $A^{\top} \bar{e}^{\top}=0$. We recall that in the continuous case $\mathcal{K}(u)$ is independent of the steady state $w$, which is not the case for the discrete system. Nevertheless, we want to choose $K(u)$ such that it converges to $\mathcal{K}$ in the discrete-to-continuous limit. For this, one has to choose $\kappa_{i}$ suitably. The 1-homogeneity (A.5) of $\Lambda$ suggests to choose $\kappa_{i}$ such that it is 1 -homogeneous in $w$. Then, $K(u)$ will be 0 -homogenous in $w$. Since $\kappa_{i}$ corresponds to the transfer between the nodes $i$ and $i+1$, it is natural to choose the symmetric variant

$$
\begin{equation*}
\kappa_{i}=\sqrt{w_{i} w_{i+1}} \tag{5.5}
\end{equation*}
$$

Theorem 5.1 If (5.5) is satisfied and if for some $\beta \geq 0$ the concavity condition

$$
\begin{equation*}
w_{i} \geq \mathrm{e}^{\beta} \sqrt{w_{i-1} w_{i+1}} \quad \text { for } i=2, \ldots, n-1 \tag{5.6}
\end{equation*}
$$

holds, then the gradient system $\left(X_{n}, E, K\right)$ given in (5.4) and leading to the Markov chain $\dot{u}=-A u$ is geodesically $\lambda$-convex with $\lambda=2\left(1-\mathrm{e}^{-\beta}\right) \geq 0$.

If the special choice (5.5) holds it is useful to introduce the quotients

$$
q_{i}=\sqrt{w_{i+1} / w_{i}} \text { for } i=1, \ldots n-1 .
$$

We observe that the concavity condition (5.6) is equivalent to

$$
\begin{equation*}
q_{i} \geq \mathrm{e}^{\beta} q_{i+1} \quad \text { for } i=1, \ldots, n-2 \text {. } \tag{5.7}
\end{equation*}
$$

Relating $w_{j}$ to a potential $V$ via $V_{j}=\gamma-\log w_{j}$, we also see that (5.6) corresponds to a classical convexity for $V$, namely

$$
\begin{equation*}
V_{i} \leq \frac{1}{2}\left(V_{i-1}+V_{i+1}\right)-\beta \text { for } i=2, \ldots, n-1 . \tag{5.8}
\end{equation*}
$$

Moreover, $K(u)$ and $A$ can be expressed in terms of $q_{j}$ only. For $K(u)$ simply note that $\mathfrak{L}_{i}(u)=$ $\Lambda\left(q_{i} u_{i}, \frac{1}{q_{i}} u_{i+1}\right)$. For $A$ we find

$$
A=\left(\begin{array}{ccccc}
0+q_{1} & -\frac{1}{q_{1}} & 0 & \cdots & 0  \tag{5.9}\\
-q_{1} & \frac{1}{q_{1}}+q_{2} & -\frac{1}{q_{2}} & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \frac{1}{q_{n-2}}+q_{n-1} & -\frac{1}{q_{n-1}} \\
0 & \cdots & 0 & -q_{n-1} & \frac{1}{q_{n-1}}+0
\end{array}\right) \in \mathbb{R}^{n \times n} .
$$

We also see that the case $w=\frac{1}{n}(1, \ldots, 1)^{\top}$ leads to the simple matrix $A$ having +1 and +2 on the diagonal and -1 on the two secondary diagonals, which is the standard discretization scheme of the one-dimensional diffusion equation $u_{t}=u_{x x}$. In this case our ODE $\dot{u}=-A u$ satisfies (5.6) with $\beta=0$, and we conclude geodesic convexity.

In the following proof we do the first part of the calculations for general $\kappa_{j}$ for possible future generalizations. The proof relies on lengthy but elementary calculations and uses specific properties of the function $\Lambda$ derived in Appendix A. The final proof of $M(u) \geq \lambda K(u)$ then uses the special choice (5.5) and the concavity (5.6).

To see the relation between the discretization and the Fokker-Planck equation (5.2) we consider the smooth and $\widehat{\lambda}$-convex potential $\widehat{V}:[0,1] \rightarrow \mathbb{R}$, i.e. $\widehat{V}^{\prime \prime}(x) \geq \widehat{\lambda} \geq 0$. For the discretization we let $V_{i}=\widehat{V}(i / n)$, which implies that (5.8) holds with $\beta_{n}=\widehat{\lambda} /\left(2 n^{2}\right)$. Moreover, for a proper discretization of (5.2) we need to rescale the time or set $A_{n}=n^{2} A$ with $A$ from (5.9). As the matrix $M_{n}$ depends quadratically on $A_{n}$ whereas $K_{n}$ depends linearly on $A_{n}$, we find that the properly scaled systems $\left(X_{n}, E_{n}, K_{n}\right)$ are geodesically $\lambda_{n}$-convex with

$$
\lambda_{n}=2 n^{2}\left(1-\mathrm{e}^{-\widehat{\lambda} /\left(2 n^{2}\right)}\right) .
$$

Obviously, we have $\lambda_{n} \rightarrow \hat{\lambda}$ for $n \rightarrow \infty$, which shows that the discretization is such that we have an asymptotically sharp lower bound for the geodesic $\lambda$-convexity for $n \rightarrow \infty$.

Remark 5.2 While we have only considered the one-dimensional case, we expect that it is possible to find suitable generalization for higher dimensions as well. In fact, the numerical finite-volume discretizations constructed in [Gli08, G/G09] obviously lead to reversible Markov chains, but their geodesic $\lambda$-convexity needs to be investigated.

### 5.3 Proof of Theorem 5.1

Inserting the specific forms of $K=S^{*} \mathbb{L}(u) S$ and $A=S^{*} \operatorname{diag} \kappa S \operatorname{diag}(w)^{-1}$ into the definition of $M$ we arrive at

$$
\begin{aligned}
& M(u)=\frac{1}{2} S^{*} \mathcal{N}(u) S \text { with } \\
& \mathcal{N}(u)=\operatorname{diag} \mathfrak{L} S(\operatorname{diag} w)^{-1} S^{*} \operatorname{diag} \kappa+\operatorname{diag} \kappa S(\operatorname{diag} w)^{-1} S^{*} \operatorname{diag} \mathfrak{L}-\operatorname{diag}(\mathrm{D} \mathfrak{L}(u)[A u]) .
\end{aligned}
$$

By the special structure of $M$ and $K$, the theorem is established if we show

$$
\begin{equation*}
\mathcal{N}(u) \geq 2 \lambda \mathbb{L}(u) \text { for all } u \in X_{n} . \tag{5.10}
\end{equation*}
$$

To shorten the following calculations we introduce the following abbreviations:

$$
\rho_{i}=u_{i} / w_{i}, \quad \Lambda_{i}=\Lambda\left(\rho_{i}, \rho_{i+1}\right), \Lambda_{i, 1}=\partial_{\rho_{i}} \Lambda\left(\rho_{i}, \rho_{i+1}\right), \text { and } \Lambda_{i, 2}=\partial_{\rho_{i+1}} \Lambda\left(\rho_{i}, \rho_{i+1}\right)
$$

Obviously, $N(u) \in \mathbb{R}^{(n-1) \times(n-1)}$ is the symmetric tridiagonal matrix given by

$$
\mathcal{N}(u)=\left(\begin{array}{ccccc}
a_{1} & b_{1} & 0 & \cdots & 0 \\
b_{1} & a_{2} & b_{2} & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & b_{n-3} & a_{n-1} & b_{n-2} \\
0 & \cdots & 0 & b_{n-2} & a_{n-1}
\end{array}\right) \in \mathbb{R}^{(n-1) \times(n-1)} .
$$

with

$$
\begin{aligned}
a_{1}= & 2 \kappa_{1} \mathfrak{L}_{1}\left(\frac{1}{w_{1}}+\frac{1}{w_{2}}\right)-\frac{\kappa_{1}}{w_{1}} \Lambda_{1,1} \kappa_{1}\left(\rho_{1}-\rho_{2}\right)-\frac{\kappa_{1}}{w_{2}} \Lambda_{1,2}\left(\kappa_{1}\left(\rho_{2}-\rho_{1}\right)+\kappa_{2}\left(\rho_{2}-\rho_{3}\right)\right) \\
a_{i}= & 2 \kappa_{i} \mathfrak{L}_{i}\left(\frac{1}{w_{i}}+\frac{1}{w_{i+1}}\right)-\frac{\kappa_{i}}{w_{i}} \Lambda_{i, 1}\left(\kappa_{i-1}\left(\rho_{i}-\rho_{i-1}\right)+\kappa_{i}\left(\rho_{i}-\rho_{i+1}\right)\right) \\
& -\frac{\kappa_{i}}{w_{i+1}} \Lambda_{i, 2}\left(\kappa_{i}\left(\rho_{i+1}-\rho_{i}\right)+\kappa_{i+1}\left(\rho_{i+1}-\rho_{i+2}\right)\right) \quad \text { for } i=2, \ldots, n-2 \\
a_{n-1}= & 2 \kappa_{n-1} \mathfrak{L}_{n-1}\left(\frac{1}{w_{n-1}}+\frac{1}{w_{n}}\right)-\frac{\kappa_{n-1}}{w_{n-1}} \Lambda_{n-1,1}\left(\kappa_{n-2}\left(\rho_{n-1}-\rho_{n-2}\right)+\kappa_{n-1}\left(\rho_{n-1}-\rho_{n}\right)\right) \\
& -\frac{\kappa_{n-1}}{w_{n}} \Lambda_{n-1,2} \kappa_{n-1}\left(\rho_{n}-\rho_{n-1}\right) \\
b_{i}= & -\frac{1}{w_{i+1}}\left(\mathfrak{L}_{i} \kappa_{i+1}+\mathfrak{L}_{i+1} \kappa_{i}\right)=-\frac{\kappa_{i} \kappa_{i+1}}{w_{i+1}}\left(\Lambda_{i}+\Lambda_{i+1}\right) \leq 0 .
\end{aligned}
$$

The desired positive semi-definiteness of $\mathcal{N}(u)-2 \lambda \mathbb{L}(u)$ (cf. (5.10)) will follow from diagonal dominance, which reads in this case

$$
\begin{align*}
& A_{1}=a_{1}+b_{1}-2 \lambda \mathfrak{L}_{1} \quad \geq 0  \tag{5.11a}\\
& A_{i}:=a_{i}+b_{i-1}+b_{i}-2 \lambda \mathfrak{L}_{i} \quad \geq 0 \text { for } i=2, \ldots, n-2  \tag{5.11b}\\
& A_{n-1}:=a_{n-1}+b_{n-2}-2 \lambda \mathfrak{L}_{n-1} \quad \geq 0 \tag{5.11c}
\end{align*}
$$

Indeed, using $b_{i} \leq 0$ these conditions yield the desired positive semi-definiteness

$$
\mathcal{N}(u)-2 \lambda \mathbb{L}(u)=\operatorname{diag}\left(A_{1}, \ldots, A_{n-1}\right)+\sum_{i=1}^{n-2}\left|b_{i}\right|\left(e_{i}-e_{i+1}\right) \otimes\left(e_{i}-e_{i+1}\right) \geq 0
$$

To establish the estimates (5.11) we first treat the case $i=2, \ldots, n-2$. Inspecting the formula for $A_{i}$ we find

$$
\begin{aligned}
& \begin{array}{l}
A_{i}=\kappa_{i}\left(\widetilde{A}_{i}\left(\rho_{i}, \rho_{i+1}\right)-\frac{\kappa_{i-1}}{w_{i}}\left(\Lambda\left(\rho_{i-1}, \rho_{i}\right)-\Lambda_{i, 1} \rho_{i-1}\right)-\frac{\kappa_{i+1}}{w_{i+1}}\left(\Lambda\left(\rho_{i+1}, \rho_{i+2}\right)-\Lambda_{i, 2} \rho_{i+2}\right)\right) \\
\text { with } \widetilde{A}_{i}\left(\rho_{i}, \rho_{i+1}\right)= \\
\quad \Lambda_{i}\left(\frac{2 \kappa_{i}}{w_{i}}+\frac{2 \kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}}-2 \lambda\right) \\
\\
\quad-\frac{\Lambda_{i, 1}}{w_{i}}\left(\left(\kappa_{i-1}+\kappa_{i}\right) \rho_{i}-\kappa_{i} \rho_{i+1}\right)-\frac{\Lambda_{i, 2}}{w_{i+1}}\left(-\kappa_{i} \rho_{i}+\left(\kappa_{i}+\kappa_{i+1}\right) \rho_{i+1}\right)
\end{array}
\end{aligned}
$$

We note that $\rho_{i-1}$ and $\rho_{i+2}$ occur only twice, such that minimization with respect to $\rho_{i-1}$ and $\rho_{i+2}$ is easily possible. By employing the crucial estimate (A.6) for $\rho_{i-1}$ and $\rho_{i+2}$ separately, we find

$$
A_{i} \geq \kappa_{i} \Gamma_{i} \quad \text { with } \Gamma_{i}:=\widetilde{A}_{i}\left(\rho_{i}, \rho_{i+1}\right)-\frac{\kappa_{i-1}}{w_{i}} \rho_{i} \Lambda_{i, 2}-\frac{\kappa_{i+1}}{w_{i+1}} \rho_{i+1} \Lambda_{i, 1}
$$

Reinserting the definition of $\widetilde{A}_{i}$ and expressing the partial derivatives $\Lambda_{i, j}$ in terms of $\Lambda_{i}$ via (A.3) we obtain, after some rearrangements, cancellations, and using (A.4a) the identity

$$
\begin{aligned}
& \Gamma_{i}=\Lambda_{i}\left(\frac{\kappa_{i}}{w_{i}}+\frac{\kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}}-2 \lambda+\Sigma_{i}\right) \\
& \text { with } \Sigma_{i}:=\Lambda\left(\rho_{i}, \rho_{i+1}\right)\left(\left(\frac{\kappa_{i}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}}\right) \frac{1}{\rho_{i}}+\left(\frac{\kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}}\right) \frac{1}{\rho_{i+1}}\right)
\end{aligned}
$$

To show $\Gamma_{i} \geq 0$, we need to find a lower bound on $\Sigma_{i}$. Since $\Lambda(a, b) / a$ is not bounded, lower bound exists if and only if

$$
\begin{equation*}
\frac{\kappa_{i}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}} \geq 0 \quad \text { and } \quad \frac{\kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}} \geq 0 \tag{5.12}
\end{equation*}
$$

Under these conditions we can use (A.1) to find

$$
\Sigma_{i} \geq \sqrt{\rho_{i} \rho_{i+1}}\left(\left(\frac{\kappa_{i}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}}\right) \frac{1}{\rho_{i}}+\left(\frac{\kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}}\right) \frac{1}{\rho_{i+1}}\right) \geq 2\left(\left(\frac{\kappa_{i}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}}\right)\left(\frac{\kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}}\right)\right)^{1 / 2}
$$

Putting everything together we see that $\Gamma_{i} \geq 0$, and hence $A_{i} \geq 0$ follows from

$$
\lambda \leq \gamma_{i}:=G\left(\frac{\kappa_{i}}{w_{i}}-\frac{\kappa_{i+1}}{w_{i+1}}, \frac{\kappa_{i}}{w_{i+1}}-\frac{\kappa_{i-1}}{w_{i}}\right) \quad \text { for } i=2, \ldots, n-2
$$

where the function $G$ is defined as

$$
G: \mathbb{R}^{2} \rightarrow[0, \infty] ;(a, b) \mapsto\left\{\begin{array}{cl}
\frac{1}{2}(a+b)+\sqrt{a b} & \text { for } a, b \geq 0 \\
\infty & \text { otherwise }
\end{array}\right.
$$

For the case $i=1$ and $i=n-1$ we proceed analogously with the only difference to the general case that the left or right neighbor is missing. All the above calculations for $A_{i}$ remain valid for $A_{1}$ and $A_{n-1}$, if we set $\kappa_{0}=0$ and $\kappa_{n}=0$, respectively. Thus, we obtain the additional conditions

$$
\lambda \leq \gamma_{1}:=G\left(\frac{\kappa_{1}}{w_{1}}-\frac{\kappa_{2}}{w_{2}}, \frac{\kappa_{1}}{w_{2}}\right) \text { and } \lambda \leq \gamma_{n-1}:=G\left(\frac{\kappa_{n-1}}{w_{n-1}}, \frac{\kappa_{n-1}}{w_{n}}-\frac{\kappa_{n-2}}{w_{n-1}}\right)
$$

All these estimates hold for general coefficients $\kappa_{i}$ and $w_{i}$. We now reduce to the special choice (5.5) for $\kappa_{j}$ and use $q_{i}=\sqrt{w_{i+1} / w_{i}}$ satisfying (5.7). Since the function $G$ is monotone increasing in both arguments and 1 -homogeneous, we can estimate $\gamma_{i}$ from below as follows

$$
\gamma_{i}=G\left(q_{i}-q_{i+1}, \frac{1}{q_{i}}-\frac{1}{q_{i-1}}\right) \geq G\left(q_{i}-\mathrm{e}^{-\beta} q_{i}, \frac{1}{q_{i}}-\mathrm{e}^{-\beta} \frac{1}{q_{i-1}}\right)=\left(1-\mathrm{e}^{-\beta}\right) G\left(q_{i}, \frac{1}{q_{i}}\right) \geq 2\left(1-\mathrm{e}^{-\beta}\right),
$$

where we set $\frac{1}{q_{0}}=0=q_{n}$ to cover the cases $i=1$ and $i=n-1$.
Since now (5.11) is established with $\lambda=2\left(1-\mathrm{e}^{-\beta}\right)$, we have $\mathcal{N}(u) \geq 2 \lambda \mathbb{L}(u)$ for all $u \in X_{n}$. This implies $M(u) \geq \lambda K(u)$, and our desired result on geodesic $\lambda$-convexity follows. Thus, Theorem 5.1 is proved.

Remark 5.3 The case $\kappa_{i}=\frac{1}{2}\left(w_{i}+w_{i+1}\right)$ can also be handled. Using $q_{i}^{2}=w_{i+1} / w_{i}$ we have the relation

$$
\lambda \leq \min \left\{\left.\frac{1}{2} G\left(q_{i+1}^{2}-q_{i}^{2}, \frac{1}{q_{i}^{2}}-\frac{1}{q_{i-1}^{2}}\right) \right\rvert\, i=1, \ldots, n-1\right\}
$$

where $\frac{1}{q_{0}^{2}}=0=q_{n}^{2}$. We obtain geodesic $\lambda$-convexity with $\lambda=\left(1-\mathrm{e}^{-2 \beta}\right)$, which is smaller than $2\left(1-\mathrm{e}^{-\beta}\right)$ obtained above.

## 6 Nonlinear reaction systems

We give here some preliminary results for geodesic $\lambda$-convexity for reversible reaction systems of mass-action type. We refer to [GIG09, Mie11a, Mie11b] and the references therein for more details and motivation. Consider again a vector $u \in] 0, \infty\left[^{n}\right.$ of densities and a polynomial reaction system with $R$ reactions:

$$
\begin{equation*}
\dot{u}=-\sum_{r=1}^{R} k_{r}(u)\left(\frac{u^{\alpha^{r}}}{w^{\alpha_{r}}}-\frac{u^{\beta^{r}}}{w^{\beta^{r}}}\right)\left(\alpha^{r}-\beta^{r}\right), \quad \text { where } u^{\alpha^{r}}=\Pi_{i=1}^{n} u_{i}^{\alpha_{i}^{r}} . \tag{6.1}
\end{equation*}
$$

Here $w \in] 0, \infty{ }^{n}$ is a fixed reference density, which is obviously a steady state and satisfies the detailed balance condition (reversibility), since for $u=w$ all $R$ reactions are balanced simultaneously. The index $r$ is the reaction number, $k_{r}(u) \geq 0$ is the reaction coefficient (normalized with respect to $w)$, and the vectors $\alpha^{r}, \beta^{r} \in\left[0, \infty{ }^{r}\right.$ are called the stoichiometric vectors for the forward and backward reaction. Usually the entries are assumed to be nonnegative integers, but this is not necessary here. A typical example is

$$
2 \mathrm{CO}+\mathrm{O}_{2} \rightleftharpoons 2 \mathrm{CO}_{2} \text { giving } \quad \dot{u}=-k(u)\left(\frac{u_{1}^{2} u_{2}}{w_{1}^{2} w_{2}}-\frac{u_{3}^{2}}{w_{3}^{2}}\right)\left(\begin{array}{c}
2  \tag{6.2}\\
1 \\
-2
\end{array}\right),
$$

where $u=\left(u_{1}, u_{2}, u_{3}\right)=\left(u_{\mathrm{CO}}, u_{\mathrm{O}_{2}}, u_{\mathrm{CO}_{2}}\right), \alpha=(2,1,0)$, and $\beta=(0,0,2)$.
It was shown in [Mie11a] that (6.1) is generated by the gradient system (] $\left.0, \infty{ }^{n}, E, K\right)$ with

$$
E(u)=\sum_{i=1}^{n} u_{i}\left(\log \left(u_{i} / w_{i}\right)-1\right) \quad \text { and } \quad K(u)=\sum_{r=1}^{R} k_{r}(u) \Lambda\left(\frac{u^{\alpha^{r}}}{w^{\alpha r}}, \frac{u^{\beta^{r}}}{w^{\beta^{r}}}\right)\left(\alpha^{r}-\beta^{r}\right) \otimes\left(\alpha^{r}-\beta^{r}\right)
$$

In fact, the result follows as in Proposition 3.1 by using the definition of $\Lambda$ in (1.2) and

$$
\mathrm{D} E(u)=\left(\log \left(u_{i} / w_{i}\right)\right)_{i} \quad \text { and } \quad \mathrm{D} E(u) \cdot\left(\alpha^{r}-\beta^{r}\right)=\log \left(\frac{u^{\alpha^{r}}}{w^{\alpha^{r}}}\right)-\log \left(\frac{u^{\beta^{r}}}{w^{\beta^{r}}}\right) .
$$

Of course, the above Markov chains are special cases where all the vectors $\alpha^{r}$ and $\beta^{r}$ are unit vectors, which corresponds to simple exchange reactions.

We want to study a few simple cases and discuss the possibility of geodesic $\lambda$-convexity. The fundamental difference to the case of the Markov chains is that the vector field $f(u)=K(u) \mathrm{D} E(u)$ is no longer linear and that the matrices $K(u)$ and $M(u)$ have no homogeneity properties any more.

For $R=1$ we drop the reaction number $r$ and write $\gamma=\alpha-\beta$. Moreover, we write $\rho=\left(u_{i} / w_{i}\right)_{i}$. Then,

$$
f(u)=\phi(u) \gamma \text { with } \phi(u)=k(u)\left(\rho^{\alpha}-\rho^{\beta}\right), \quad K(u)=\kappa(u) \gamma \otimes \gamma \text { with } \kappa(u)=k(u) \Lambda\left(\rho^{\alpha}, \rho^{\beta}\right) .
$$

Hence we find

$$
M(u)=m(u) \gamma \otimes \gamma \text { with } m(u)=\kappa(u) \mathrm{D} \phi(u) \cdot \gamma-\frac{1}{2} \phi(u) \mathrm{D} \kappa(u) \cdot \gamma
$$

The general case seems too difficult to be analyzed, hence we reduce to the case $k(u) \equiv 1$. Introducing the matrix $V=\operatorname{diag}\left(1 / u_{i}\right)_{i}$ we have $\mathrm{D}_{u}\left(u^{\alpha}\right)[\gamma]=u^{\alpha} \alpha \cdot V \gamma$, and after some elementary calculations involving (A.3) we find

$$
m(u)=\frac{1}{2} \Lambda\left(\rho^{\alpha}, \rho^{\beta}\right)\left(\rho^{\alpha} \alpha-\rho^{\beta} \beta+\Lambda\left(\rho^{\alpha}, \rho^{\beta}\right)(\alpha-\beta)\right) \cdot V(\alpha-\beta) .
$$

For geodesic $\lambda$-convexity we have to show $m(u) \geq \lambda \Lambda\left(\rho^{\alpha}, \rho^{\beta}\right)$, which leads to the formula

$$
\lambda=\frac{1}{2} \inf \left\{\left.\sum_{i=1}^{n} \frac{\left(\alpha_{i}-\beta_{i}\right)}{w_{i} \rho_{i}}\left[\rho^{\alpha} \alpha_{i}-\rho^{\beta} \beta_{i}+\Lambda\left(\rho^{\alpha}, \rho^{\beta}\right)\left(\alpha_{i}-\beta_{i}\right)\right] \right\rvert\, \rho \in\right] 0, \infty\left[^{n}\right\} .
$$

To analyze the formula for $\lambda$ we consider the case $\alpha_{i} \beta_{i}=0$ for all $i$, which holds for (6.2). Then,

$$
\lambda=\frac{1}{2} \inf \left\{\left.\sum_{1}^{n} \frac{1}{w_{i} \rho_{i}}\left(\alpha_{i}^{2} \rho^{\alpha}+\beta_{i}^{2} \rho^{\beta}+\Lambda\left(\rho^{\alpha}, \rho^{\beta}\right)\left(\alpha_{i}^{2}+\beta_{i}^{2}\right)\right) \right\rvert\, \rho \in\right] 0, \infty\left[{ }^{n}\right\} \geq 0
$$

Thus, in the case of a single reaction with $\alpha_{i} \beta_{i}=0$ for all $i$ we always have geodesic convexity. If additionally $\min \left\{|\alpha|_{1},|\beta|_{1}\right\}>1$ (as for the reaction in (6.2)), we always have $\lambda=0$ by taking $\rho \rightarrow 0$. In the case $|\alpha|_{1}=1=|\beta|_{1}$ (as for Markov chains) we have homogeneity of degree 0 and may even obtain $\lambda>0$.

We finally discuss the annihilation-creation reaction, which is used to model the generation and recombination of electron-hole pairs in semiconductors, cf. [Gli08, GIG09, Mie11a]. We have

$$
\dot{u}=-\kappa\left(\frac{u_{1} u_{2}}{w_{1} w_{2}}-1\right)\binom{1}{1}, \quad \text { where } \quad \alpha=\binom{1}{1} \text { and } \beta=\binom{0}{0} .
$$

Using $\kappa=w_{j}=1$ for simplicity we obtain

$$
\lambda=\frac{1}{2} \inf \left\{\left.\left(\frac{1}{u_{1}}+\frac{1}{u_{2}}\right)\left(u_{1} u_{2}+\Lambda\left(u_{1} u_{2}, 1\right)\right) \right\rvert\, u_{1}, u_{2}>0\right\}=\cosh (1)=1.53408 \ldots
$$

## A Properties of the function $\Lambda$

In this section we collect the essential properties of the function $\Lambda$ defined in (1.2). The value $\Lambda(a, b)$ can also be seen as the logarithmic average of $a$ and $b$ defined via

$$
\Lambda(a, b)=\int_{\theta=0}^{1} a^{\theta} b^{1-\theta} \mathrm{d} \theta
$$

Other useful representations of $\Lambda$ are for the inverse, namely

$$
\frac{1}{\Lambda(a, b)}=\int_{\theta=0}^{1} \frac{\mathrm{~d} \theta}{(1-\theta) a+\theta b}=\int_{t=0}^{\infty} \frac{\mathrm{d} t}{(a+t)(b+t)}
$$

We have the obvious estimates

$$
\begin{equation*}
\frac{2 a b}{a+b} \leq \sqrt{a b} \leq \Lambda(a, b) \leq \frac{1}{2}(a+b) \tag{A.1}
\end{equation*}
$$

The lower estimate for $\Lambda$ can be generalized to

$$
\begin{equation*}
\forall \theta \in[0,1] \forall a, b \geq 0: \quad \Lambda(a, b) \geq 2 \min \{\theta, 1-\theta\} a^{\theta} b^{1-\theta} \tag{A.2}
\end{equation*}
$$

This estimate follows from the convexity of $f: s \mapsto a^{s} b^{1-s}$ via integration of $f(s) \geq f(\theta)+$ $f^{\prime}(\theta)(s-\theta)$ over $[0,2 \theta]$ or $[2-2 \theta, 1]$, respectively. Elementary calculations give

$$
\begin{equation*}
\partial_{a} \Lambda(a, b)=\frac{1}{\log a-\log b}\left(1-\frac{\Lambda(a, b)}{a}\right)>0, \quad \partial_{b} \Lambda(a, b)=\frac{1}{\log b-\log a}\left(1-\frac{\Lambda(a, b)}{b}\right)>0 \tag{A.3}
\end{equation*}
$$

which implies

$$
\begin{align*}
& a \partial_{a} \Lambda(a, b)+b \partial_{b} \Lambda(a, b)=\Lambda(a, b)  \tag{A.4a}\\
& b \partial_{a} \Lambda(a, b)+a \partial_{b} \Lambda(a, b)=\Lambda(a, b)^{2}\left(\frac{1}{a}+\frac{1}{b}\right)-\Lambda(a, b) \geq \Lambda(a, b)  \tag{A.4b}\\
& \partial_{a} \Lambda(a, b)+\partial_{b} \Lambda(a, b)=\frac{\Lambda(a, b)^{2}}{a b} \geq 1  \tag{A.4c}\\
& \left(\partial_{a} \Lambda(a, b)-\partial_{b} \Lambda(a, b)\right)(a-b)=\Lambda(a, b)\left(2-\frac{a+b}{a b} \Lambda(a, b)\right) \leq 0 \tag{A.4d}
\end{align*}
$$

Note that (A.4a) is also a consequence of the following 1-homogeneity:

$$
\begin{equation*}
\Lambda(\gamma a, \gamma b)=\gamma \Lambda(a, b) \text { for all } a, b, \gamma>0 \tag{A.5}
\end{equation*}
$$

A nontrivial estimate and identity is the following:

$$
\begin{equation*}
\max \left\{\Lambda(r, a)-\partial_{a} \Lambda(a, b) r \mid r>0\right\}=a \partial_{b} \Lambda(a, b) \tag{A.6}
\end{equation*}
$$

The result uses somehow hidden properties of $\Lambda$ and is crucial for our analysis of geodesic $\lambda$-convexity of $\left(X_{n}, E, K\right)$. Using the homogeneity (A.5), this identity follows from (A.7c), which is established below using the auxiliary function $\ell$ defined in (1.3).

Proposition A. 1 We define the function $\tilde{\ell}(\kappa)=\left(\mathrm{e}^{\kappa}-1-\kappa\right) / \kappa^{2}>0$. The function $\ell$ satisfies the following properties:

$$
\begin{align*}
& l=\ell(\xi) \quad \Longleftrightarrow \quad(\exists \kappa \in \mathbb{R}: l=\widetilde{\ell}(\kappa) \text { and } \xi=\widetilde{\ell}(-\kappa))  \tag{A.7a}\\
& \forall \xi>0: \quad \ell(\ell(\xi))=\xi  \tag{A.7b}\\
& \forall a, b>0: \quad \ell\left(\partial_{a} \Lambda(a, b)\right)=\partial_{b} \Lambda(a, b) \tag{A.7c}
\end{align*}
$$

Proof: We first observe that $\Lambda(\cdot, 1)$ is strictly concave and that it has sublinear growth as $\Lambda(r, 1) \sim$ $r / \log r$ for $r \gg 1$. Hence, the maximum in the definition (1.3) of $\ell$ is attained a unique value $r$. We find $\ell(\xi)=\widetilde{\ell}(\kappa)$, where $\kappa=\widehat{\kappa}(\xi)$ is the unique solution of $\xi=\left(\kappa-1+\mathrm{e}^{-\kappa}\right) / \kappa^{2}$ and $r=\mathrm{e}^{\kappa}$ is the maximizer of $r \mapsto \Lambda(r, 1)-\xi r$. Thus, (A.7a) is established.

Identity (A.7b) follows directly from (A.7a), because $l$ and $\xi$ can be interchanged, when $\kappa$ is multiplied by -1 .

Finally, the partial derivatives $\partial_{a} \Lambda(a, b)$ and $\partial_{b} \Lambda(a, b)$ are 0-homogeneous and depend only on $\sigma=\log (a / b)$, namely $\partial_{a} \Lambda(a, b)=\widetilde{\ell}(-\sigma)$ and $\partial_{b} \Lambda(a, b)=\widetilde{\ell}(\sigma)$. Using $\kappa=-\sigma$ this gives (A.7c).

The important identity (A.7b) follows also directly for any $\bar{\ell}$ defined $\operatorname{via} \bar{\ell}(\xi)=\sup \{\bar{\lambda}(r)-\xi r \mid r>0\}$ if $\bar{\lambda}(r)=r \bar{\lambda}(1 / r)$, which in our case follows from $\Lambda(1, r)=r \Lambda(1 / r, 1)=r \Lambda(1,1 / r)$.

## B Proof of Proposition 4.3

Here we provide the lower bound for the eigenvalues of the matrix

$$
G_{\beta}(r, s, t) \stackrel{\text { def }}{=}\left(\begin{array}{cc}
\Lambda_{r s}\left(\frac{1}{r}+\frac{1}{s}\right)+\frac{\Lambda_{r s, s}}{\Lambda_{r s}} t & \beta\left(\Lambda_{r s} / \Lambda_{s t}\right)^{1 / 2}+\beta\left(\Lambda_{s t} / \Lambda_{r s}\right)^{1 / 2} \\
\beta\left(\Lambda_{r s} / \Lambda_{s t}\right)^{1 / 2}+\beta\left(\Lambda_{s t} / \Lambda_{r s}\right)^{1 / 2} & \Lambda_{s t}\left(\frac{1}{s}+\frac{1}{t}\right)+\frac{\Lambda_{s t, s}}{\Lambda_{s t}} r
\end{array}\right)
$$

where again $\Lambda_{a b}=\Lambda(a, b)$ and $\Lambda_{a b, a}=\partial_{a} \Lambda(a, b)$. By homogeneity of degree 0 it is sufficient to consider

$$
(r, s, t) \in \Delta \stackrel{\text { def }}{=}\{(r, s, t) \in] 0,1\left[^{3} \mid r+s+t=1\right\}
$$

Since $G_{\beta}$ is continuous on $\Delta$ its lowest eigenvalue depends continuously on $(r, s, t) \in \Delta$ as well. To prove boundedness from below it hence suffices to show a lower bound near the boundary of $\Delta$. In fact, we prove that $G_{\beta}$ is positive semidefinite near the boundary of $\Delta$. For this, it is sufficient to show that the determinant of $G_{\beta}$ is nonnegative, as the diagonal entries are bigger than 1 .

The sign of the determinant of $G_{\beta}$ is controlled by the auxiliary function $\widehat{\gamma}$ via

$$
\begin{aligned}
& \operatorname{det} G_{\beta}(r, s, t) \geq 0 \quad \Longleftrightarrow \quad \widehat{\gamma}(r, s, t) \leq 1 / \beta^{2}, \\
& \text { where } \widehat{\gamma}(r, s, t) \stackrel{\text { def }}{=} \frac{\frac{\Lambda_{r s}}{\Lambda_{s t}}+2+\frac{\Lambda_{s t}}{\Lambda_{r s}}}{\left(\Lambda_{r s}\left(\frac{1}{r}+\frac{1}{s}\right)+\frac{\Lambda_{r s, s}}{\Lambda_{r s}} t\right)\left(\Lambda_{s t}\left(\frac{1}{s}+\frac{1}{t}\right)+\frac{\Lambda_{s t, s}}{\Lambda_{s t}} r\right)} .
\end{aligned}
$$

Using (A.1) it is not difficult to show $\widehat{\gamma}(r, s, t) \leq 1$ which implies that $G_{\beta}(r, s, t)$ is positive semidefinite for $|\beta| \leq 1$ and all $(r, s, t)$.

To prove our statement for all $\beta \geq 0$, we have to show that $\widehat{\gamma}(r, s, t) \rightarrow 0$ if $(r, s, t)$ approaches the boundary of the two-dimensional triangle $\Delta$. We do this by discussing the three corners and the three sides of $\Delta$ separately. For proving convergence of $\widehat{\gamma}$ to 0 , it is obviously sufficient to omit the " 2 " in the nominator, so that we estimate the function $\gamma$ with $\widehat{\gamma} \leq 2 \gamma$ and

$$
\gamma(r, s, t) \stackrel{\text { def }}{=} \frac{\Lambda_{r s}^{2}+\Lambda_{s t}^{2}}{\left(\Lambda_{r s}^{2}\left(\frac{1}{r}+\frac{1}{s}\right)+\Lambda_{r s, s} t\right)\left(\Lambda_{s t}^{2}\left(\frac{1}{s}+\frac{1}{t}\right)+\Lambda_{s t, s} r\right)}
$$

Case 1: $s \rightarrow 1$ and $r, t \rightarrow 0$. We have

$$
\gamma \leq \frac{\Lambda_{r s}^{2}+\Lambda_{s t}^{2}}{\left(\Lambda_{r s}^{2} / r\right)\left(\Lambda_{s t}^{2} / t\right)}=r t\left(\frac{1}{\Lambda_{r s}^{2}}+\frac{1}{\Lambda_{r s}^{2}}\right) \leq r t\left(\frac{4}{r^{2 / 3}}+\frac{4}{t^{2 / 3}}\right)=4(r t)^{1 / 3}\left(r^{2 / 3}+t^{2 / 3}\right) \rightarrow 0
$$

where we used (A.2) in the form $\Lambda_{r s} \geq \frac{2}{3} r^{1 / 3} s^{2 / 3} \geq r^{1 / 3} / 2$ for $s \approx 1$.
Case 2: $t \rightarrow 1$ and $r, s \rightarrow 0$. Using $r<t$ we have $\Lambda_{r s}<\Lambda_{s t}$ and obtain

$$
\gamma \leq \frac{2 \Lambda_{s t}^{2}}{\left(\Lambda_{r s}^{2}\left(\frac{1}{r}+\frac{1}{s}\right)+\Lambda_{r s, s} t\right)\left(\Lambda_{s t}^{2} / s\right)}=\frac{2 s}{\Lambda_{r s}^{2}\left(\frac{1}{r}+\frac{1}{s}\right)+\Lambda_{r s, s} t}
$$

To proceed we need a good lower bound for $\Lambda_{r s, s}$, namely

$$
\Lambda_{r s, s}=\Lambda_{r s} \frac{\Lambda_{r s}-s}{s(r-s)} \geq \Lambda_{r s} \frac{\Lambda_{r s}+s}{3 s(r+s)} \geq \Lambda_{r s} /(3 r+3 s)
$$

We continue via

$$
\gamma \leq \frac{6 r s^{2}}{\Lambda_{r s}^{2}(r+s)+\Lambda_{r s} r s /(r+s)} \leq \frac{6 r s^{2}}{\Lambda_{r s}^{2} \max \{r, s\}+\Lambda_{r s} \min \{r, s\}}
$$

Hence, for $0<r \leq s \ll 1$ we obtain

$$
\gamma \leq \frac{6 r s^{2}}{\Lambda_{r s}^{2} s+\Lambda_{r s} r} \leq 6 \min \left\{\frac{r s}{\Lambda_{r s}^{2}}, \frac{s^{2}}{\Lambda_{r s}}\right\} \leq 14 \min \left\{r^{1 / 3} s^{-1 / 3}, r^{-1 / 2} s^{3 / 2}\right\} \leq 14 s^{2 / 5}
$$

where we used (A.2) with $\theta=1 / 3$. For $0<s<r \ll 1$ we use (A.1) to obtain

$$
\gamma \leq \frac{6 r s^{2}}{\Lambda_{r s}^{2} r+\Lambda_{r s} s} \leq 6 \frac{r s}{\Lambda_{r s}} \leq 6 \sqrt{r s} \leq 6 r
$$

Thus, $\gamma(r, s, t) \rightarrow 0$ follows for $r, s \rightarrow 0$.
Case 3: $r \rightarrow 1$ and $t, s \rightarrow 0$. This case is the same as Case 2 via interchanging $r$ and $t$.
Case 4: $s \rightarrow 0, r \rightarrow r_{*}>0$, and $t \rightarrow t_{*}=1-r_{*}>0$. We have

$$
\gamma(r, s, t) \leq \frac{\Lambda_{r s}^{2}+\Lambda_{s t}^{2}}{\left(\Lambda_{r s}^{2} \frac{1}{s}\right)\left(\Lambda_{s t}^{2} \frac{1}{s}\right)}=s^{2}\left(\frac{1}{\Lambda_{r s}^{2}}+\frac{1}{\Lambda_{s t}^{2}}\right)^{2} \leq s^{2}\left(\frac{1}{r s}+\frac{1}{s t}\right) \leq 2 s\left(1 / r_{*}+1 / t_{*}\right) \rightarrow 0
$$

Case 5: $r \rightarrow 0, s \rightarrow s_{*}>0$, and $t \rightarrow t_{*}=1-s_{*}>0$. Since the nominator of $\gamma$ converges to $\overline{\Lambda\left(s_{*}, t_{*}\right)^{2}>0}$ it suffices to show that the denominator tens to $+\infty$. Indeed,

$$
\left(\Lambda_{s t}^{2}\left(\frac{1}{s}+\frac{1}{t}\right)+\Lambda_{s t, s} r\right) \rightarrow n_{*}>0 \text { and }\left(\Lambda_{r s}^{2}\left(\frac{1}{r}+\frac{1}{s}\right)+\Lambda_{r s, s} t\right) \geq \Lambda_{r s}^{2} / r \rightarrow+\infty
$$

Thus, $\gamma(r, s, t) \rightarrow 0$ follows also for $r \rightarrow 0$.
Case 6: $t \rightarrow 0, s \rightarrow s_{*}>0$, and $r \rightarrow r_{*}=1-s_{*}>0$. This case is the same as Case 5 via interchanging $r$ and $t$.

This finishes the proof of Proposition 4.3.
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