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Abstract. We develop a global-in-time variational approach to the time-discretization
of rate-independent processes. In particular, we investigate a discrete version of the
variational principle based on the weighted energy-dissipation functional introduced in
[MO08]. We prove the conditional convergence of time-discrete approximate minimizers
to energetic solutions of the time-continuous problem. Moreover, the convergence result
is combined with approximation and relaxation. For a fixed partition the functional is
shown to have an asymptotic development by Γ-convergence (cf. [AB93]) in the limit of
vanishing viscosity.

1. Introduction

Heat conduction, quasi-static viscoelasticity under linearized kinematics, and solid-liquid
phase change are examples of the many dissipative systems which can be described by
means of the model problem

(1.1) ∂Ψ(u̇(t)) + DE(t, u(t)) ∋ 0, u(0) = u0.

Here, t ∈ [0, T ] 7→ u(t) ∈ U represents the state-trajectory of the dissipative system and
U is a Banach space. The functional Ψ : U → [0,∞] is a convex dissipation potential and
E : [0, T ] × U → (−∞,∞] is the energy of the system (time-dependence models external
actions). A solution of (1.1) is a trajectory starting from the initial state u0 and realizing
the balance (1.1) between the dissipative forces, here represented by the subdifferential
∂Ψ(u̇), and the conservative forces given by the Fréchet derivative DE(t, u(t)) of the energy
with respect to the state u.

This note is specifically concerned with the case of rate-independent evolution. Namely,
we shall assume from the very beginning that

(1.2) Ψ is positively 1-homogeneous.

As a consequence, solutions u of (1.1) present no intrinsic time-scale. Namely, by re-
parametrizing time via a strictly increasing diffeomorphism t 7→ α(t), the trajectory
t 7→ u(α(t)) solves the re-parametrized version of (1.1) where E(t, ·) is changed into
E(α(t), ·). This feature appears as the distinctive character of hysteresis [Vis96] and
has been addressed in the frame of (1.1) in connection with elasto-plasticity [Joh78,
Suq78, HR99, Mie03, DDM06], damage [MR06], brittle fractures [DFT05], delamination
[KMR06], ferro-electricity [MT05], shape-memory alloys [MT99, MTL02, MR03, Rou07,
AMS08], and vortex pinning in superconductors [SM05]. The reader is referred to Mielke

[Mie05] for a comprehensive survey of the mathematical theory.

Problem (1.1) is classically tackled by time discretization. Namely, by fixing a uniform
partition with diameter τ = T/N, N ∈ N of the interval [0, T ], and setting u0 = u0, one
is lead to consider the family of minimum problems

ui ∈ Argmin u∈U

{
Ψ

(
u−ui−1

τ

)
+

E
(
iτ, u

)
− E

(
(i−1)τ, ui−1

)

τ

}

for i = 1, . . . , N.(1.3)

Usually the latter problems are solved sequentially. Following the ideas in [MO08], we
wish instead to collect all of them in a single minimization problem for the entire discrete
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trajectory with nodal values u = (u0, u1, . . . , uN) by considering the global functional

(1.4) Iετ (u) =
N∑

i=1

τλi
ετ

(
Ψ

(
ui−ui−1

τ

)
+

E
(
iτ, ui

)
− E

(
(i−1)τ, ui−1

)

τ

)

depending on an extra parameter ε > 0. Here the Pareto weights λετ = (λ1
ετ , . . . , λ

N
ετ)

are chosen is such a way to approximate causality. In particular, we will enforce λ1
ετ ≫

λ2
ετ ≫ · · · ≫ λN

ετ so that a much larger priority is accorded to the first minimum problem
in (1.3) with respect to the second, to the second with respect to the third, and so on.
More specifically, we shall ask for

(1.5) λi
ετ =

(
ε

τ + ε

)i

for i = 1, . . . , N,

and remark that, along with this choice, the functional Iετ may be regarded as a quadra-
ture of the functional defined on time-continuous trajectories u : [0, T ] → U as

Iε(u) =

∫ T

0

e−t/ε

(
Ψ(u̇) +

d

dt
E(t, u)

)
dt.

The latter functional is called weighted dissipation-energy (wed) functional and has been
introduced by Mielke & Ortiz [MO08] in order to characterize variationally the trajec-
tories of the dissipative system (1.1). To gain some insight into this variational perspective,
one may compute the Euler-Lagrange equations for Iε (some extra smoothness for Ψ has
to be assumed) which turn out to be

− εD2Ψ(u̇)ü + DΨ(u̇) + DE(t, u) = 0,

u(0) = u0,

DΨ(u(T )) + DE(T, u(T )) = 0.

Namely, minimizing Iε appears to be closely related to performing and elliptic-in-time
regularization of the original problem (1.1).

We shall stress that, at all levels ε > 0, causality is lost. Hence, it turns out to be crucial
to consider the causal limit ε → 0 within a possible sequence uε of minimizers of Iε.
This has been accomplished in [MO08] in the rate-independent case (1.2). In particular,
a subsequence of uε is proved to converge to an energetic solution of (1.1) (see below).
Moreover, the causal limit ε → 0 is combined in [MO08] with relaxation, paving the way
to the application of the tools of the Calculus of Variations to the evolution problem (1.1).

The purpose of this note is to reconsider this variational perspective by arguing directly
at the level of the time-discrete functionals Iετ . The interest in the resulting discrete
variational principle is threefold.

First, we provide a conditional convergence result for time-discrete trajectories as τ and ε
converge to 0. This serves also as a justification of the original formal approach in [MO08]
(Section 2). Moreover, the present time-discrete approach appears to be more flexible than
the time-continuous one, since convergence for qualified minimizing sequences instead of
exact minimizers can be obtained (Subsection 3)

Secondly, by facing the problem directly at the discretization level, we are allowed a
much greater generality which in turn broadens the spectrum of possible applications
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(Subsection 4). The convergence analysis may be combined with relaxation and space
discretization giving rise to a complete approximation theory (Subsection 5).

Finally, the limit ε → 0 for Iετ is studied using the method of asymptotic development
by Γ-convergence following [AB93]. It turns out that the corresponding minimizers are
exactly the solutions of the (causal) incremental problem (1.3), see Theorem 6.1.

Let us however make clear that our interest in this discrete variational principle is purely
theoretical. Indeed, from a computational viewpoint, we do not expect that minimizing
Iετ for some small ε could be preferable to solve sequentially the minimization problems
in (1.3). However, the analysis here intends to contribute to the notoriously difficult
question of relaxation of evolutionary problems, in particular in the rate-independent
case. A joint relaxation of a finite sequence of time-incremental problems is certainly a
good move toward a general theory and improves upon the separate relaxation proposed
in [MTL02, Mie04] and analyzed in more detail in [MRS08].

Before closing this introduction, let us mention that an alternative variational approach
to doubly nonlinear equations as (1.1) has been developed in [Ste06], specifically applied
to hardening elasto-plasticity in [Ste08], and tailored to discontinuous rate-independent
evolution in [Ste08]. This second approach is informed by a completely different philos-
ophy and shows quite distinct features with respect to the present analysis. We shall
compare these two variational techniques elsewhere.

2. Main results

2.1. Assumptions. Let us start by enlisting our assumptions. First of all, the problem
is framed in a Banach space setting, see Subsection 4 for a more general metric approach.
In particular, we ask that

V and U are Banach spaces, V is reflexive, and V ⊂ U compactly.(2.1)

We denote by ‖ · ‖V and ‖ · ‖U the corresponding norms. Moreover, we indicate with
BV([0, T ]; U) the space of (everywhere defined) functions u : [0, T ] → U such that the
corresponding total variation in U is finite, namely

Var(u) = sup

{
N∑

i=1

‖u(ti)−u(ti−1)‖U : 0 = t0 < t1 < · · · < tN = T

}

< ∞.

As for the dissipation potential Ψ we assume:

Ψ : U → [0,∞] is convex, 1-homogeneous,(2.2)

∃cΨ > 0 : Ψ(v) ≥ cΨ‖v‖U ∀v ∈ U,(2.3)

Ψ is lower semi-continuous.(2.4)

Note that (2.2) implies the triangle inequality

(2.5) Ψ(v1+v1) ≤ Ψ(v1) + Ψ(v2) ∀v1, v2 ∈ U.

We don’t make any assumption concerning symmetry, i.e. Ψ(−v) 6= Ψ(v) is allowed. This
is important to be able to treat applications like elastoplasticity or damage. As regards
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to the energy E : [0, T ] × U → (−∞,∞] we assume:

E(t, ·) is l.s.c with resp. to the strong topology in U , ∀t ∈ [0, T ](2.6)

∃α, cE , CE > 0 : E(t, u) ≥ cE‖u‖
α
V − CE ∀(t, u) ∈ [0, T ] × U

(namely E(t, u) = ∞ if u ∈ U \ V ),(2.7)

t 7→ E(t, u) is differentiable for all u ∈ V and

∃c0, c1 > 0 : |∂tE(t, u)| ≤ c1

(
E(t, u)+c0

)
∀(t, u) ∈ (0, T ) × V,(2.8)

∀E > 0, ∀ε > 0, ∃δ > 0 :

E(t, y) ≤ E and |t − s| ≤ δ =⇒ |∂tE(t, y)− ∂tE(s, y)| < ε.(2.9)

Note that assumption (2.8) implies that the energy is bounded from below by the constant
−c0. Moreover, the following Gronwall-like estimate holds

(2.10) E(t, u) + c0 ≤ (E(s, u) + c0)e
c1|t−s| ∀s, t ∈ [0, T ].

Since, regardless of the smoothness of E , an absolutely continuous solution of (1.1) may
fail to exist (even locally), we are forced to deal with discontinuous solutions instead. For
all f ∈ C([0, T ]; R) with f ≥ 0 and f non-increasing, u ∈ BV([0, T ]; U), and an interval
J ⊂ [0, T ], we use the notation

∫

J

f(s)Ψ(du) = sup

{
N∑

i=1

f(ti)Ψ
(
u(ti)−u(ti−1)

)
:

t0, tN ∈ J, t0 < t1 < · · · < tN

}
.

For ε > 0, the weighted dissipation-energy (wed) functionals read

Iε(u) =

∫

[0,T ]

e−t/ε

(
Ψ(du) +

d

dt
E(t, u)

)

=

∫

[0,T ]

e−t/ε

(
Ψ(du) +

1

ε
E(t, u)

)
+ e−T/εE(T, u(T )) − E(0, u(0)).(2.11)

A trajectory u : [0, T ] → U is called an energetic solution of (1.1) if u(0) = u0 and
the following global stability condition (2.12) and energy conservation (2.13) hold for all
t ∈ [0, T ]:

E(t, u(t)) ≤ E(t, v) + Ψ(v−u(t)) ∀v ∈ V,(2.12)

E(t, u(t)) +

∫

[0,t]

Ψ(du) = E(0, u0) +

∫ t

0

∂tE(s, u(s))ds,(2.13)

For the sake of later reference, we shall define the set of stable states at time t ∈ [0, T ] as

S(t) = {u ∈ U : E(t, u) < ∞ and E(t, u) ≤ E(t, v) + Ψ(v − u) ∀v ∈ U}.(2.14)
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Moreover, we will make use of the following notion of approximately stable states which
depends on the small parameter α > 0, namely

Sα(t) =
{
u ∈ U : E(t, u) < ∞ and

E(t, u) ≤ (1+α)
(
E(t, v) + Ψ(v−u)

)
+ α ∀v ∈ U

}
.(2.15)

As for the initial datum u0 we assume:

(2.16) u0 ∈ S(0),

although some of our results still hold under the weaker assumption E(0, u0) < ∞.

2.2. Time-discretization. Assume now to be given a partition of [0, T ] which we identify
with the corresponding vector τ = (τ 1, . . . , τNτ ) of strictly positive timesteps. Note that
we indicate with superscripts the elements of a generic vector. In particular τ j represents
the j-th component of the vector τ (and not the j-th power of the scalar τ).

We let t0
τ

= 0 and

ti
τ
− ti−1

τ
= τ i, I i

τ
= [ti−1

τ
, ti

τ
) for i = 1, . . . , Nτ ,

and we will use the symbols

τ = max
i=1,...,Nτ

τ i, τ = min
i=1,...,Nτ

τ i

for the maximum timestep (fineness of the partition) and the minimum timestep, respec-
tively. Moreover, we will make use of the notation uτ = (u0

τ
, . . . , uNτ

τ
) for generic vectors

in UNτ +1 and let uτ : [0, T ] → U be its piecewise constant interpolant on the intervals I i
τ
,

namely uτ(t) = ui
τ

for all t ∈ I i
τ
, i = 1, . . . , Nτ and uτ(T ) = uNτ

τ
.

Letting E i
τ
(·) = E(ti

τ
, ·) for brevity, we define the discrete counterparts of wed functionals

(2.11) as Iετ : UNτ +1 → (−∞,∞]

Iετ(u) =

Nτ∑

i=1

τ iλi
ετ

(
Ψ

(
ui − ui−1

τ i

)
+

E i
τ
(ui) − E i−1

τ
(ui−1)

τ i

)

=
Nτ∑

i=1

λi
ετ

(
Ψ
(
ui−ui−1

)
+ E i

τ
(ui) − E i−1

τ
(ui−1)

)

where the Pareto weights λετ are given by (see (1.5))

(2.17) λi
ετ =

i∏

j=1

ε

τ j + ε
for i = 1, . . . , Nτ .

In particular, λετ is nothing but the solution of the variable timestep implicit Euler
discretization of the problem λ′ + λ/ε = 0 with initial condition λ(0) = 1. Hence, by
defining the piecewise-constant interpolant t 7→ λετ(t), we have that

λετ(t) → e−t/ε uniformly as τ → 0.
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Moreover, one can equivalently express Iετ(u) as (see (2.11))

Iετ(u) =
Nτ∑

i=1

λi
ετΨ(ui−ui−1) +

Nτ −1∑

i=1

(λi
ετ−λi+1

ετ )E i
τ
(ui)

+λNτ

ετ ENτ

τ
(uNτ ) − λ1

ετE
0
τ
(u0)

=

Nτ∑

i=1

(
λi

ετΨ(ui−ui−1) + σi
ετE

i
τ
(ui)

)
− λ1

ετE
0
τ
(u0)(2.18)

where the positive weights σετ are given by

(2.19) σi
ετ = λi

ετ − λi+1
ετ = λi

ετ

τ i+1

τ i+1 + ε
for i = 1, . . . , Nτ − 1, and σNτ

ετ = λNτ

ετ .

The specific choice in (2.17) will be directly exploited in the computations. Let us however
stress that (2.17) is not the only possible choice of weights which can be considered and
that we restrict to it for the sake of simplicity only.

Proposition 2.1 (Existence of minimizers). Assume (2.2), (2.4), (2.6)-(2.7), and (2.16).
Then, the functional Iετ is lower semicontinuous and coercive with respect to the strong
topology on {vτ ∈ UNτ +1 : v0

τ
= u0}. Hence, minimizers exist.

Proof. Owing to the choice (2.17), for all u ∈ {u ∈ UNτ +1 : u0 = u0} relation (2.18)
gives

Iετ(u) =
Nτ∑

i=1

λi
ετΨ(ui − ui−1) +

Nτ −1∑

i=1

λi
ετ

(
τ i+1

τ i+1 + ε

)
E i

τ
(ui)

+ λNτ

ετ ENτ

τ
(uNτ ) −

(
ε

τ 1 + ε

)
E0

τ
(u0)

and the assertion follows, since Iετ(·) is a sum of lower semicontinuous functionals. �

For the sake of later reference, let us recall that the incremental problems (1.3) read in
the current variable timestep setting as follows.

ui ∈ Argmin u∈U

{
Ψ
(
u − ui−1

)
+ E i

τ

(
u
)
− E i−1

τ

(
ui−1

)}
, i = 1, . . . , Nτ .(2.20)

In particular, the length τ i of the timestep does not occur explicitly, but the energy is
evaluated at times ti−1

τ
and ti

τ
.

Our first result concerns an upper bound on the energy of a minimizer of Iετ .

Lemma 2.2 (Upper energy estimate). Assume (2.1)-(2.2), (2.8), (2.16), (2.17), and let
uετ minimize Iετ on {vτ ∈ UNτ +1 : v0

τ
= u0}. Then

E i
τ
(ui

ετ) + Ψ(ui
ετ−ui−1

ετ ) ≤ E i−1
τ

(ui−1
ετ ) +

∫ ti
τ

ti−1
τ

∂tE(t, ui−1
ετ ) dt

∀i = 1, . . . , Nτ .(2.21)

Proof. Let i = 1, . . . , Nτ be fixed and define

vi
ετ = ui−1

ετ and vj
ετ = uj

ετ for j 6= i.
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For all i 6= Nτ , as Iετ(uετ) ≤ Iετ(vετ), we have that

λi
ετ

(
Ψ(ui

ετ−ui−1
ετ ) + E i

τ
(ui

ετ) − E i−1
τ

(ui−1
ετ )
)

+ λi+1
ετ

(
Ψ(ui+1

ετ −ui
ετ) + E i+1

τ
(ui+1

ετ ) − E i
τ
(ui

ετ)
)

≤ λi
ετ

(
Ψ(ui−1

ετ −ui−1
ετ ) + E i

τ
(ui−1

ετ ) − E i−1
τ

(ui−1
ετ )
)

+ λi+1
ετ

(
Ψ(ui+1

ετ −ui−1
ετ ) + E i+1

τ
(ui+1

ετ ) − E i
τ
(ui−1

ετ )
)
.

By exploiting the triangle inequality we conclude that

(λi
ετ−λi+1

ετ )
(
Ψ(ui

ετ−ui−1
ετ ) + E i

τ
(ui

ετ) − E i
τ
(ui−1

ετ )
)
≤ 0

for i = 1, . . . , Nτ − 1.(2.22)

In case i = Nτ , we have that

λNτ

ετ

(
Ψ(uNτ

ετ −uNτ −1
ετ ) + ENτ

τ
(uNτ

ετ ) − ENτ −1
τ

(uNτ −1
ετ )

)

≤ λNτ

ετ

(
Ψ(uNτ −1

ετ −uNτ −1
ετ ) + ENτ

τ
(uNτ −1

ετ ) − ENτ −1
τ

(uNτ −1
ετ )

)
,

which amounts to say that

λNτ

ετ

(
Ψ(uNτ

ετ −uNτ −1
ετ ) + ENτ

τ
(uNτ

ετ ) − ENτ

τ
(uNτ −1

ετ )
)
≤ 0.

Finally, by collecting the latter and (2.22) and using the strict positivity and the mono-
tonicity of the Pareto weights one has that

Ψ(ui
ετ−ui−1

ετ ) + E i
τ
(ui

ετ) − E i
τ
(ui−1

ετ ) ≤ 0

for i = 1, . . . , Nτ ,

and the assertion follows. �

The upper energy estimate (2.21) is at the basis of an a priori control on the trajectory.
In particular, we have the following.

Corollary 2.3 (A priori estimates). Assume (2.1)-(2.2), (2.8), (2.16), (2.17), and let uετ

minimize Iετ on {vτ ∈ UNτ +1 : v0
τ

= u0}. Then,

(2.23) max
i

E i
τ
(ui

ετ) +
Nτ∑

i=1

Ψ(ui
ετ−ui−1

ετ ) ≤ 2(E(0, u0) + c0)e
c1T =: cstab.

The latter is proved in [Mie05, Thm. 3.2]. We shall present some slightly refined version
of the same argument (providing a proof of Corollary 2.3 as well) in Subsection 3 below.

Let us explicitly remark that, by requiring (2.3) and (2.7), under the assumption of
Corollary 2.3 the a priori estimate (2.23) entails that

(2.24) ‖uετ‖L∞(0,T ;V ) and Var(uετ) are bounded independently of ε and τ ,

the latter bound depending indeed on cΨ, cE , CE , E(0, u0), c0, c1, and T .

The global stability property (2.12) of time-continuous energetic solutions is inherited by
the discrete trajectories which are obtained by sequentially solving the minimum problems
(2.20), see [MT99, MT04]. This is however not the case for minimizers of Iετ which, due
to the causality lack, turn out to be only approximately stable in the sense of (2.15).
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Lemma 2.4 (Approximate Stability). Assume (2.1)-(2.2), (2.8), (2.16), (2.17),
ε/τ < 1, and let uετ minimize Iετ on {vτ ∈ UNτ +1 : v0

τ
= u0}. Then, uNτ

ετ ∈ S(T ) and

ui
ετ ∈ Sα(ε/τ)(ti

τ
) ∀v ∈ V, i = 1, . . . , Nτ − 1,(2.25)

where the function r 7→ α(r) ≥ 0 depends on c0, c1, T , and E(0, u0), and is such that
α(r) → 0 as r → 0+.

Proof. Let i = 1, . . . , Nτ and v ∈ V be fixed and define

vj
ετ = uj

ετ for j ≤ i − 1 and vj
ετ = v for j ≥ i.

In case i = Nτ , as Iετ(uετ) ≤ Iετ(vετ), we have that

λNτ

ετ

(
Ψ(uNτ

ετ −uNτ −1
ετ ) + ENτ

τ
(uNτ

ετ ) − ENτ −1
τ

(uNτ −1
ετ )

)

≤ λNτ

ετ

(
Ψ(v−uNτ −1

ετ ) + ENτ

τ
(v) − ENτ −1

τ
(uNτ −1

ετ )
)
,

and, by the triangle inequality

λNτ

ετ

(
− Ψ(v−uNτ

ετ ) + ENτ

τ
(uNτ

ετ ) − ENτ

τ
(v)
)
≤ 0.

Hence, the stability uNτ

ετ ∈ S(T ) follows from λNτ

ετ > 0.

Let us now consider the case i 6= Nτ instead. Again from Iετ(uετ) ≤ Iετ(vετ), we have
that

λi
ετ

(
Ψ(ui

ετ−ui−1
ετ ) + E i

τ
(ui

ετ) − E i−1
τ

(ui−1
ετ )
)

+

Nτ∑

j=i+1

λj
ετ

(
Ψ(uj

ετ−uj−1
ετ ) + E j

τ
(uj

ετ) − E j−1
τ

(uj−1
ετ )

)

≤ λi
ετ

(
Ψ(v−ui−1

ετ ) + E i
τ
(v) − E i−1

τ
(ui−1

ετ )
)

+
Nτ∑

j=i+1

λj
ετ

(
E j

τ
(v) − E j−1

τ
(v)
)
.

By exploiting the triangle inequality

Ψ(v−ui−1
ετ ) ≤ Ψ(v−ui

ετ) + Ψ(ui
ετ−ui−1

ετ ),

canceling on both sides the terms λi
ετ

(
Ψ(ui

ετ−ui−1
ετ ) − E i−1

τ
(ui−1

ετ )
)
, dividing by λi

ετ > 0,

and using the non-negativity of Ψ, we have that

E i
τ
(ui

ετ) − E i
τ
(v) − Ψ(v−ui

ετ)

≤ −
Nτ∑

j=i+1

λj
ετ

λi
ετ

(
E j

τ
(uj

ετ) − E j−1
τ

(uj−1
ετ )

)
+

Nτ∑

j=i+1

λj
ετ

λi
ετ

(
E j

τ
(v) − E j−1

τ
(v)
)
.(2.26)

We aim now at controlling the two sums in the right-hand side above. Owing to (2.8)
and (2.23) we have that

−
Nτ∑

j=i+1

λj
ετ

λi
ετ

(
E j

τ
(uj

ετ) − E j−1
τ

(uj−1
ετ )

)
≤ (c0 + cstab)

Nτ∑

j=i+1

λj
ετ

λi
ετ
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and we easily handle this last sum as

Nτ∑

j=i+1

λj
ετ

λi
ετ

=

Nτ∑

j=i+1

j∏

k=i+1

ε

τk + ε

≤
Nτ∑

j=i+1

(
ε

τ

)j−i

=
Nτ −i∑

k=1

(
ε

τ

)k

=
ε

τ

(
1 − (ε/τ )Nτ −i

1 − ε/τ

)
≤

ε/τ

1 − ε/τ
.(2.27)

Consider now the second sum in the right-hand side of (2.26). Owing to (2.10) we have

E j
τ
(v) + c0 ≤

(
E i

τ
(v)+c0

)
ec1(t

j
τ −ti

τ
).

Then, by using the monotonicity of the Pareto weights, we have that

Nτ∑

j=i+1

λj
ετ

λi
ετ

(
E j

τ
(v) − E j−1

τ
(v)
)
≤

λi+1
ετ

λi
ετ

Nτ∑

j=i+1

(
E j−1

τ
(v)+c0

) (
ec1(tjτ −tj−1

τ ) − 1
)

≤
ε

τ

Nτ∑

j=i+1

(
E i

τ
(v)+c0

) (
ec1(t

j
τ −ti

τ
) − ec1(t

j−1
τ −ti

τ
)
)

=
ε

τ

(
E i

τ
(v)+c0

) (
ec1(T−ti

τ
)−1

)
≤

ε

τ

(
E i

τ
(v)+c0

) (
ec1T−1

)
.

Finally, by defining for instance

(2.28) α(r) = r

(
(1+c0)

(
ec1T−1

)
+

c0+cstab

1 − r

)
,

the assertion follows. �

Remark 2.5. In case Ψ is even, namely Ψ(−v) = Ψ(v), the proof of (2.25) greatly
simplifies. In particular, the situation i 6= Nτ may be treated by letting (v ∈ V fixed)

vi
τ

= v and vj
ετ = uj

ετ for j 6= i,

and exploiting Iετ(uετ) ≤ Iετ(vτ) in order to get

λi
ετ

(
Ψ(ui

ετ−ui−1
ετ ) + E i

τ
(ui

ετ) − E i−1
τ

(ui−1
ετ )
)

+ λi+1
ετ

(
Ψ(ui+1

ετ −ui
ετ) + E i+1

τ
(ui+1

ετ ) − E i
τ
(ui

ετ)
)

≤ λi
ετ

(
Ψ(v−ui−1

ετ ) + E i
τ
(v) − E i−1

τ
(ui−1

ετ )
)

+ λi+1
ετ

(
Ψ(ui+1

ετ −v) + E i+1
τ

(ui+1
ετ ) − E i

τ
(v)
)
.

Again by the triangle inequality we deduce

(λi
ετ−λi+1

ετ )
(
E i

τ
(ui

ετ) − E i
τ
(v)
)
≤ (λi

ετ+λi+1
ετ )Ψ(v−ui

ετ),

and, by exploiting the choice of Pareto weights (2.17),

E i
τ
(ui

ετ) ≤ E i
τ
(v) +

(
1 +

2ε

τ i+1

)
Ψ(v − ui

ετ)

and the function α can be simply taken to be α(r) = 2r.

We shall now turn to our main result.
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Theorem 2.6 (Conditional convergence). Assume (2.1)-(2.9), (2.16), and let

Ψ be continuous with respect to the strong topology in U.(2.29)

Moreover, let a sequence of partitions τ n and parameters εn with (εn, τ n) → (0, 0) and
εn/τ n → 0 be given, and λεnτn

fulfill (2.17). Finally, let uεnτn
be a minimizer of Iεnτn

on {vτn
∈ UNτ n+1 : v0

τn
= u0}. Then, there exists a (not relabeled) subsequence (εn, τ n)

and u : [0, T ] → U energetic solution of (1.1) such that, for all t ∈ [0, T ], the following
convergences hold

uεnτn
(t) → u(t) weakly in V (and strongly in U),(2.30) ∫

[0,t]

Ψ(duεnτn
) →

∫

[0,t]

Ψ(du),(2.31)

E(t, uεnτn
(t)) → E(t, u(t)),(2.32)

∂tE(·, uεnτn
(·)) → ∂tE(·, u(·)) in L1(0, T ).(2.33)

Proof. The statement follows along the lines of the convergence proof of solutions of the
incremental problem to energetic solutions [Mie05, Thm. 5.2], the only difference being
that the converging sequences are not stable but rather approximately stable in the sense
of Lemma 2.4.

Step 1: A priori estimates and selection of subsequences. Let un = uεnτn
and pn(t) =

∂tE(t, un(t)) for simplicity. Owing to (2.1), the a priori estimate (2.24), and Helly’s
principle [Mie05, Thm. 5.1], upon extracting not relabeled subsequences, we have that,
for all t ∈ [0, T ],

un(t) → u(t) weakly in V and strongly in U,(2.34)

δn(t) =

∫

[0,t]

Ψ(dun) → δ(t),(2.35)

pn → p weakly star in L∞(0, T ),(2.36)

for some non-decreasing function δ : [0, T ] → [0,∞).

Step 2: Stability of the limit process. We may assume with no loss of generality that
εn/τ n < 1. Let us fix t ∈ [0, T ) and denote by tn = max{ti

τn
: ti

τn
≤ t}. Hence, owing to

the convergence (2.34) and Lemma 2.4, we have that un(tn) ∈ Sαn(tn) for some αn → 0
and, for all v ∈ V with E(t, v) < ∞,

E(t, u(t))
(2.6)

≤ lim inf
n→∞

E(t, un(t))

= lim inf
n→∞

(
E(tn, un(t)) +

∫ t

tn

∂tE(s, un(t)) ds

)

(2.8)+(2.23)
= lim inf

n→∞
E(tn, un(tn))

(2.25)

≤ lim inf
n→∞

(
(1+αn)

(
E(tn, v) + Ψ(v−un(tn))

)
+ αn

)

(2.29)
= E(t, v) + Ψ(v−u(t)).

Namely, u(t) ∈ S(t) for all t ∈ [0, T ] (the case t = T is classical [Mie05, Thm. 5.2]).
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Step 3: Upper energy estimate. From (2.21) we deduce that, for all [s, t] ⊂ [0, T ],

E(t, un(t)) +

∫

[0,t]

Ψ(dun) ≤ E(0, u0) +

∫ t

0

∂tE(r, un(r)) dr + cτ n,

where the constant c bounds ∂tE(·, un(·)) uniformly in time and n. Hence, passing to the
lim inf and using (2.6) and the convergences (2.34)-(2.36), we have

E(t, u(t)) +

∫

[0,t]

Ψ(du) ≤ lim inf
n→∞

E(t, un(t)) + δ(t) ≤ E(0, u0) +

∫ t

0

p(s) ds.(2.37)

In fact E(t, un(t)) → E(t, u(t)) since, for all t ∈ [0, T ],

E(t, u(t))
(2.8)−(2.9)

= lim
n→∞

(
E(tn, u(t)) +

∫ t

tn

∂tE(s, u(t)) ds

)

(2.29)
= lim

n→∞

(
(1+αn)

(
E(tn, u(t)) + Ψ(u(t)−un(t))

)
+ αn

)

(2.25)

≥ lim sup
n→∞

E(tn, un(t))

= lim sup
n→∞

(
E(t, un(t)) −

∫ t

tn

∂tE(s, un(t)) ds

)

(2.6)

≥ E(t, u(t))

and (2.32) follows. Moreover, owing to (2.4) and (2.7)-(2.9), we may apply [Mie05, Prop.
5.6] and deduce that p(t) = ∂tE(t, u(t)) and (2.33) holds.

Step 4: Lower energy estimate. This follows at once from (2.2)-(2.3), and (2.8)-(2.9),
since u(t) ∈ S(t) for all t ∈ [0, T ] and t 7→ ∂tE(t, u(t)) ∈ L∞(0, T ). Applying [Mie05,
Prop. 5.7] we have that

(2.38) E(t, u(t)) +

∫

[0,t]

Ψ(du) ≥ E(0, u0) +

∫ t

0

∂tE(s, u(s)) ds.

In particular, (2.13) follows.

Step 5: Improved convergence. By collecting (2.37) and (2.38) we have that

E(0, u0) +

∫ t

0

∂tE(s, u(s)) ds
(2.38)

≤ E(t, u(t)) +

∫

[0,t]

Ψ(du)

(2.6)

≤ lim inf
n→∞

E(t, un(t)) + δ(t)
(2.37)

≤ E(0, u0) +

∫ t

0

∂tE(s, u(s)) ds.

Hence, all inequalities are actually equalities and (2.31) follows from (2.35). �

Remark 2.7. Owing to rate-independence, for any given non-uniform partition τ , one
is always allowed to reduce to a uniform partition by time-rescaling. This strategy is
however little suited for studying convergence for a family of variable timestep partition
with diameters tending to 0. Hence, it is not pursued here.
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3. Minimizing sequences

An interesting issue that differentiates the present time-discrete approach from the time-
continuous one of [MO08] is that, in order for conditional convergence to hold, the min-
imality of uετ is actually not required and one could ask uετ to be a θ-approximate
minimizer, namely

(3.39) Iετ(uετ) ≤ Iετ(vτ) + θ ∀vτ ∈ UNτ n+1, v0
τn

= u0,

where the tolerance θ > 0 is given. This possibility is particularly interesting as one
may consider situations where the minimum of Iετ on {vτn

∈ UNτ n+1 : v0
τn

= u0}
is not attained (see Subsection 5 below). In particular, given any θ > 0, the existence
of θ-approximate minimizers for Iετ on {vτ ∈ UNτ +1 : v0

τ
= u0} is straightforward

whenever Ψ and E are bounded from below (no coercivity and lower semicontinuity are
of course needed, see Proposition 2.1). Nevertheless, even in the case of (3.39), an upper
energy estimate, a global a priori estimate, the approximate stability, and a conditional
convergence result can be proved. Let us start from the estimates.

Theorem 3.1 (Approximate minimality, a priori estimates). Assume (2.1)-(2.2), (2.8),
(2.16), (2.17), let uετ be a θ-approximate minimizer of Iετ on {vτ ∈ UNτ +1 : v0

τ
= u0},

and ρετ be defined as

(3.40) ρi
ετ = 1/σi

ετ ,

see (2.19) for σi
ετ . Finally, assume

(3.41)
ε

τ
< 1 and θ

Nτ∑

i=1

ρi
ετ < 1.

Then, we have that

E i
τ
(ui

ετ) + Ψ(ui
ετ − ui−1

ετ ) ≤ E i−1
τ

(ui−1
ετ ) +

∫ ti
τ

ti−1
τ

∂tE(t, ui−1
ετ ) + θρi

ετ

∀i = 1, . . . , Nτ ,(3.42)

max
i

E i
τ
(ui

ετ) +

Nτ∑

i=1

Ψ(ui
ετ − ui−1

ετ )

≤ 2 (E(0, u0) + c0 + 1) ec1T + 1 = cstab + 2ec1T +1,(3.43)

ui
ετ ∈ Sα(τ ,ε,θ)(ti

τ
) for i = 1, . . . , Nτ − 1 where

α(τ , ε, θ) =
ε

τ

(
(1+c0)

(
ec1T−1

)
+

c0+cstab+2ec1T +1

1−ε/τ

)
+ θρNτ

ετ ,(3.44)

uNτ

ετ ∈ SθρNτ

ετ (tNτ

τ
).(3.45)

Sketch of the proof. This result is simply obtained by reconsidering the arguments of Sec-
tion 2 by keeping track of the extra error term depending on θ. In particular, relations
(3.42) and (3.45) are immediate. As for the expression in the right-hand side of (3.43),
we shall reconsider here the argument of [Mie05, Thm. 3.2] and, letting for notational
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simplicity E i = E i
τ
(ui

ετ) and Ψi = Ψ(ui−1
ετ − ui

ετ), start from (3.42) and exploit (2.8) in
order to get that

(3.46) E i + Ψi ≤ E i−1 + (E i−1 + c0)(e
c1τ i

−1) + θρi
ετ for i = 1, . . . , Nτ .

In the latter computation we have used (2.10) and

∫ ti
τ

ti−1
τ

∂tE(t, ui−1
ετ )dt

(2.8)

≤

∫ ti
τ

ti−1
τ

c1

(
E(t, ui−1

ετ ) + c0

)
dt

(2.10)

≤

∫ ti
τ

ti−1
τ

c1(E
i−1 + c0)e

c1(t−ti−1
τ )dt = (E i−1+c0)(e

c1τ i

−1).

Hence, as Ψi ≥ 0, we check by induction that for i = 1, . . . , Nτ

(3.47) E i + c0 ≤ (E0+c0)e
c1ti

τ + θec1ti
τ

i∑

j=1

ρj
ετ ≤

(
E0+c0+θ

i∑

j=1

ρj
ετ

)
ec1ti

τ .

Moreover, taking the sum for i = 1, . . . , k in (3.46),

k∑

i=1

Ψi
(3.46)

≤ E0 − Ek +

k∑

i=1

(E i−1+c0)
(
ec1τ i

−1
)

+ θ

k∑

i=1

ρi
ετ

(3.47)

≤

(
E0+c0+θ

Nτ∑

i=1

ρi
ετ

)
− (Ek+c0)

+

(

E0+c0+θ

Nτ∑

i=1

ρi
ετ

)
k∑

i=1

(ec1ti
τ −ec1ti−1

τ ) + θ

k∑

i=1

ρi
ετ

≤

(
E0+c0+θ

Nτ∑

i=1

ρi
ετ

)
+

(
E0+c0+θ

Nτ∑

i=1

ρi
ετ

)
(ec1T−1)

+ θ

Nτ∑

i=1

ρi
ετ ,

where we also exploited Ek + c0 ≥ 0 and we have the a priori bound (3.43). Now it suffices
to reproduce the argument of Lemma 2.4 by keeping track of the extra error term due to
the tolerance θ. In particular, one proves that (see (2.26))

E i
τ
(ui

ετ) − E i
τ
(v) − Ψ(v−ui

ετ)

≤ −
Nτ∑

j=i+1

λj
ετ

λi
ετ

(
E j

τ
(uj

ετ) − E j−1
τ

(uj−1
ετ )

)
+

Nτ∑

j=i+1

λj
ετ

λi
ετ

(
E j

τ
(v) − E j−1

τ
(v)
)

+
θ

λi
ετ

≤
(
c0+cstab+2ec1T +1

) ε/τ

1−ε/τ
+

ε

τ

(
E i

τ
(v)+c0

) (
ec1T−1

)
+ θρNτ

ετ

and (3.44) follows. �

Once the estimates (3.42)-(3.45) are established, it is a standard matter to follow the very
same argument for the proof of Theorem 2.6 above and deduce the following.



14

Theorem 3.2 (Approximate minimality, conditional convergence). Assume (2.1)-(2.9),
(2.16), (2.29), let a sequence of partitions τ n and parameters εn, θn with (εn, τ n, θn) →
(0, 0, 0) and εn/τ n → 0 be given, and λεnτn

fulfill (2.17). Moreover, let

(3.48) θn

Nτ n∑

i=1

ρi
εnτn

→ 0

where ρεnτn
is defined in (3.40). Finally, let uεnτn

be a θn−approximate minimizer of
Iεnτn

on {vτn
∈ UNτ n+1 : v0

τn
= u0}. Then, the conclusions of Theorem 2.6 hold.

Let us mention that the latter convergence result is not ensuring that all minimizing
sequences such that Iετ(uετ) → 0 admit a convergent subsequence as the qualification
(3.48) is crucially required. On the other hand, the latter condition, which indeed relates
the limiting behavior of εn, τ n, and θn, is tailored to the concrete situation where εn and
τ n (and thence ρεnτn

) may be considered to be fixed and then θn can be chosen very
small in order (3.48) to hold.

4. A metric formulation

The results of Section 2 make no essential use of the linear structure of U and can therefore
be reformulated in a more abstract setting. To this aim, let

(4.49) (U, d) be a complete quasi-metric space.

Here d : U × U → [0,∞] is called a quasi-metric, if d(u, v) = 0 implies u = v and if the
triangle inequality holds. We explicitly allow here the situation d(u, v) = ∞ as well as
d(u, v) 6= d(v, u) as this is needed in applications. For every given trajectory u : [0, T ] → U
we define the total dissipation on [s, t] ⊂ [0, T ] via

Diss (u, [s, t]) = sup

{
N∑

i=1

d
(
u(ti−1), u(ti)

)
: s = t0 < · · · < tN = t

}
.

As for the energy functional E : [0, T ] × U → (−∞,∞] we assume the former (2.8)-(2.9)
and reformulate the compactness assumption in (2.7) as

(4.50) E(t, ·) : U → (−∞,∞] has compact sublevels ∀t ∈ [0, T ].

Given these assumptions, an energetic solution of (1.1) is now a trajectory
u : [0, T ] → U such that u(0) = u0 and the following hold for all t ∈ [0, T ]:

E(t, u(t)) ≤ E(t, v) + d(u(t), v) ∀v ∈ V,(4.51)

E(t, u(t)) + Diss (u, [0, t]) = E(0, u0) +

∫ t

0

∂tE(s, u(s))ds.(4.52)

Of course the set S(t) of stable states at time t is now defined as

(4.53) S(t) = {u ∈ U : E(t, u) ≤ E(t, v) + d(u, v) ∀v ∈ U}.

By reconsidering the proofs of Section 2, it is clear that we can reproduce the very same
results in this metric setting. In particular, the convergence result reads now as follows.
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Theorem 4.1 (Conditional convergence, metric setting). Assume (4.49), (4.50), (2.7),
(2.8), and (2.16). Moreover, let a sequence of partitions τ n and parameters εn with
(εn, τ n) → (0, 0) and εn/τ n → 0 be given, and λεnτn

fulfill (2.17). Finally, let uεnτn

be a minimizer of Iεnτn
on {vτn

∈ UNτ n+1 : v0
τn

= u0}. Then, there exists a (not
relabeled) subsequence (εn, τ n) and u : [0, T ] → U energetic solution of (1.1) such that,
for all t ∈ [0, T ], the following convergences hold

uεnτn
(t) → u(t) in U,(4.54)

Diss (uεnτn
, [0, t]) → Diss (u, [0, t]),(4.55)

E(t, uεnτn
(t)) → E(t, u(t)),(4.56)

∂tE(·, uεnτn
(·)) → ∂tE(·, u(·)) in L1(0, T ).(4.57)

In particular, even in the present metric setting, energetic solutions may be recovered by
passing to the joint (and conditional) limit in the time-discretization and in ε.

5. Approximation and relaxation

The convergence results of Section 2 are quite flexible and may be adapted to the situation
of a sequence of pairs (Ψk, Ek) which are Γ-converging to a limiting pair (Ψ, E) [Dal93,
GF75]. In particular, we address the question under which conditions θ-approximate
minimizers uετk of the approximating functionals Iετk

Iετk(uετk) =
Nτ∑

i=1

λi
ετ

(
Ψk

(
ui

ετk − ui−1
ετk

)
+ E i

τk(u
i
ετk) − E i−1

τk (ui−1
ετ )
)

are converging to an energetic solution for (Ψ, E), namely solving (2.12)-(2.13).

A closely related issue has already been considered by Mielke, Roub́ıček, & Ste-

fanelli [MRS08] for the case of energetic solutions at level k converging to a limiting
energetic solution as k → ∞. The crucial point in [MRS08] is the observation that the
two disjoint Γ-convergences

Ψ = Γ-lim
k→∞

Ψk and E = Γ-lim
k→∞

E∞,

are not sufficient in order to ensure convergence of solutions and some extra condition has
to be additionally required. A quite natural choice is that of asking for the conditional
upper semi-continuity of the approximately stable states:

(
uk ∈ Sαk

k (tk), sup
k

Ek(tk, uk) < ∞, (tk, αk) → (t, 0) and uk → u in U,
)

⇒ u ∈ S(t),(5.58)

where we have denoted by Sαk

k the set of αk-approximately stable states (2.15) referred to
the pair (Ψk, Ek) and the parameter αk ≥ 0. A full hierarchy of conditions implying (5.58)
is presented in [MRS08]. Here, for the sake of simplicity, we just mention the strongest,
namely continuous convergence for Ψk and Γ-convergence for Ek

uk → u ⇒ Ψk(uk) → Ψ(u) and E = Γ-lim
k→∞

Ek.(5.59)

As we aim at relaxation, we shall consider the situation when Ψk and/or Ek are not lower
semi-continuous. In this case, minimizers of Iετk may fail to exist and one is forced to
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focus on θ−approximate minimizers from the very beginning. Our convergence result
reads as follows.

Theorem 5.1 (Approximation and relaxation). Assume (2.1)-(2.3), (2.8)-(2.9) and let
(Ψk, Ek) fulfill (2.2)-(2.3) and (2.8) uniformly with respect to k and uk

0 fulfill (2.16) for
all k. Moreover, assume (5.58) and the following:

Ψ ≤ Γ-lim inf
k→∞

Ψk, E(t, ·) ≤ Γ-lim inf
k→∞

Ek(t, ·) ∀t ∈ [0, T ];(5.60)

∞⋃

k=1

{u ∈ U : Ek(t, u) ≤ E} is relatively compact in U ;(5.61)

∀t ∈ [0, T ], k ∈ N, E > 0,(
uk ∈ Sαk

k (tk), sup
k

Ek(tk, uk) < ∞, (tk, uk, αk) → (t, u, 0)
)

⇒ ∂tEk(tk, uk) → ∂tE(t, u).(5.62)

uk
0 → u0 and Ek(0, u

k
0) → E(0, u0).(5.63)

Finally, let a sequence of partitions τ n, parameters εn, θn, and kn be given such that
(εn, τ n, kn, θn) → (0, 0,∞, 0), εn/τ n → 0, and λεnτn

fulfill (2.17) and (3.48). Let uεnτnkn

be θn-approximate minimizers of Iεnτnkn
on {vτnkn

∈ UNτ n+1 : v0
τnkn

= ukn

0 } and

u(n) : [0, T ] → U the piecewise constant interpolant of uεnτnkn
. Then, there exists a

subsequence (u(nj))j∈N and an energetic solution u : [0, T ] → U of (1.1) such that, for all
t ∈ [0, T ], the following convergences hold

u(nj)(t) → u(t) weakly in V and strongly in U,(5.64)
∫

[0,t]

Ψkn
(du(nj)) →

∫

[0,t]

Ψ(du),(5.65)

Ekn
(t, u(nj)(t)) → E(t, u(t)),(5.66)

∂tEkn
(·, u(nj)(·)) → ∂tE(·, u(·)) in L1(0, T ).(5.67)

Sketch of the proof. We shall assume from the very beginning that

εn

τ n

< 1 and θn

Nτ n∑

i=1

ρi
εnτn

< 1.

As Ψk are uniformly coercive and (5.61) holds, the a priori estimate (3.43) entails the
possibility of extracting a (not relabeled) subsequence un = uεnτnkn

such that the following
convergences hold (see [MRS08, Thm. A.1]) for all t ∈ [0, T ]

un(t) → u(t) weakly in V (and strongly in U),

δn(t) =

∫

[0,t]

Ψkn
(dun) → δ(t),

pn = ∂tEkn
(·, un(·)) → p weakly star in L∞(0, T ).

We shall denote by p∗(t) = lim supn→∞ ∂tEkn
(t, un(t)) and explicitly observe that p ≤ p∗.

Note in particular that there exists a constant c bounding ∂tEkn
independently of n.
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As for the stability of the limit trajectory u we just fix t ∈ [0, T ] and exploit (5.58) with
the choice ukn

= ukn
(t) by recalling that ukn

(t) ∈ S
αkn

kn
(t) for all t ∈ (0, T ] where

αkn
= α(τ n, εn, θn)

=
εn

τ n

(
(1+c0)

(
ec1T−1

)
+

(c0+cstab+2ec1T +1)

1−εn/τ n

)
+ θnρNτ n

τn
.

Note that αkn
→ 0 as n → ∞. In particular, by (5.62), p∗(t) = ∂tE(t, u(t)).

The proof of the upper energy estimate follows exactly as in Step 3 of Theorem 2.6 as the
extra error term θn

∑Nτ n

i=1 ρi
εnτn

goes to 0 by assumption (3.48) and we have convergence
at time 0 (5.63).

Owing to (2.8)-(2.9) and the stability u(t) ∈ S(t) for all t ∈ [0, T ] we may apply [MRS08,
Prop. 2.4] and deduce the lower energy estimate as well.

Finally, just as in the proof Theorem 2.6, we have that

E(0, u0) +

∫ t

0

p∗(s) ds ≤ E(t, u(t)) +

∫

[0,t]

Ψ(du)

(5.60)

≤ lim inf
n→∞

Ekn
(t, un(t)) + δ(t)

≤ E(0, u0) +

∫ t

0

p(s) ds

≤ E(0, u0) +

∫ t

0

p∗(s) ds

and all inequalities are actually equalities. Hence

E(t, u(t)) +

∫

[0,t]

Ψ(du) = lim inf
n→∞

Ekn
(t, un(t)) + δ(t)

for all t ∈ [0, T ] and p = p∗. Since by (5.60) one has that

E(t, u(t)) ≤ lim inf
n→∞

Ekn
(t, un(t)) and

∫

[0,t]

Ψ(du) ≤ δ(t),

the convergences (5.65)-(5.66) follow. �

6. The causal limit ε → 0 for a fixed partition

Let τ be fixed throughout this subsection. We shall comment on the limit ε → 0 within
the minimization of Iετ . The natural guess is that a sequence of (approximate) minimizers
uετ of Iετ admits a subsequence converging to a solution uτ of the corresponding relaxed
incremental problems






u0
τ

= u0,

u1
τ
∈ Argmin u∈U

{
Ψ (u−u0) + Ê1

τ

(
u
)
− E0

τ

(
u0

)}
,

ui
τ
∈ Argmin u∈U

{
Ψ (u−ui−1) + Ê i

τ

(
u
)
− Ê i−1

τ

(
ui−1

)}
i = 2, . . . , Nτ ,

(6.68)
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where

Ê i
τ
(v) = inf

{
lim inf
n→∞

E i
τ
(vn) : vn → v strongly in U

}
i = 1, . . . , Nτ ,

This is indeed the case. Namely, by letting ε → 0 for a fixed partition, we restore causality
at the discrete level, since (6.68) is the classical incremental procedure (1.3), however with

E(t, ·) replaced by its Γ-lim inf, namely Ê(t, ·).

Theorem 6.1 (Causality at the discrete level). Assume (2.1)-(2.2), (2.7)-(2.8),
(2.16), (2.17), and (2.29). Moreover let τ be given and uετ be a o(εNτ )-approximate
minimizer of Iετ on {vτ ∈ UNτ +1 : v0

τ
= u0}, namely u0

ετ = u0 and

(6.69) Iετ(uετ) ≤ Iετ(vτ) + o(εNτ ) ∀vτ ∈ UNτ +1 with v0
τ

= u0.

Then, there exists a not relabeled subsequence uετ and uτ ∈ UNτ +1 such that uετ → uτ

strongly in UNτ +1 as ε → 0 and uτ fulfills (6.68).

Let us now comment on a possible strategy for a proof. First of all, a priori bounds for
approximate minimizers are available due to Theorem 3.1 (note that (3.41) follows as τ

is fixed and uετ is a o(εNτ )-approximate minimizer of Iετ). Hence, some (not relabeled)
subsequence uετ strongly converging to uτ in UNτ +1 as ε → 0 exists and clearly u0

τ
= u0.

By defining the functionals F i and F̂ i on UNτ +1 as

F i(u) = Ψ
(
ui−ui−1

)
+ E i

τ
(ui) − E i−1

τ
(ui−1) for i = 1, . . . , Nτ ,

and

F̂1(u) = Ψ
(
u1−u0

)
+ Ê1

τ
(u0) − E0

τ
(u0),

F̂ i(u) = Ψ
(
ui−ui−1

)
+ Ê i

τ
(ui) − Ê i−1

τ
(ui−1) for i = 2, . . . , Nτ ,

we have that (see (2.17))

Iετ(uετ) =
Nτ∑

i=1

λi
ετF

i(uετ) =
Nτ∑

i=1

(
i∏

j=1

ε

τ j−ε

)
F i(uετ)

=

(
ε

τ 1+ε

)
F1(uετ) +

(
ε2

(τ 1+ε)(τ 2+ε)

)
F2(uετ)

+ . . . +

(
εNτ

(τ 1+ε) . . . (τNτ +ε)

)
FNτ (uετ),(6.70)

and we can check that (see the proof of Theorem (6.4) below)

Γ-lim
ε→0

1

ε
Iετ =

1

τ 1
F̂1

so that, in particular, u1
τ

solves the first minimum problem in (6.68) by virtue of the
Fundamental Theorem of Γ-convergence.

This argument can indeed be iterated for i = 2, . . . , Nτ leading to the proof of Theorem 6.1
by arguing on the the subsequent powers of ε in (6.70). In particular, we investigate the
asymptotic development by Γ-convergence of the functional Iετ . This technique has been
originally introduced by Anzellotti & Baldo in [AB93] and is aimed at characterizing
the Γ-limit of a functional by means of a sort of asymptotic expansion.
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Let us start by recalling some definition and the main result from [AB93]. Given a first-
countable topological space X and a sequence of functionals Gε : X → (−∞,∞], the
notation

G = Γ-lim
ε→0

Gε in M ⊂ X

defines Γ-convergence of Gε to G on the subset M in the ambient space X via the following
two conditions:

G(x) ≤ inf
{

lim inf
ε→0

Gε(xε) : xε → x
}

∀x ∈ M,

∀x ∈ M, ∃xε → x : G(x) = lim
ε→0

Gε(xε).

Here it is important that the approximating sequences xε in both lines above may be
taken from the full ambient space X and are not restricted to the set M . Hence the
notion of Γ-convergence on M ⊂ X intrinsically depend on M and on X.

Definition 6.2 (Development by Γ-convergence [AB93]). We say that the development
in Γ-convergence

(6.71) Gε
Γ
= G0 + εG1 + ε2G2 + · · ·+ εNτ GNτ + o(εNτ ) in X

holds true if, letting M0 be the set of minimizers of G0 on X, m0 be the corresponding
minimum, and, for all i = 1, . . . , Nτ ,

mi = inf
M i−1

Gi, M i = {u ∈ M i−1 : Gi(u) = mi},

G0 = Γ-lim
ε→0

Gε in X, G1
ε =

Gε − m0

ε
, Gi

ε =
Gi−1

ε − mi−1

ε
,

we have that, for all i = 1, . . . , Nτ ,

mi−1 < ∞, M i−1 6= ∅, and

Gi = Γ-lim
ε→0

Gi
ε in M i−1 ⊂ X for i = 1, . . . , Nτ .(6.72)

The main result on asymptotic developments in Γ-convergence reads as follows.

Theorem 6.3 ([AB93, Thm. 1.2]). Let (6.71) hold, xε be a o(εNτ )-approximate minimizer
of Gε, and xε → x in X. Then x minimizes GNτ on MNτ −1 (that is, it minimizes Gi on
M i−1 for all i = 1, . . . , Nτ).

In fact, the cited result is concerned with exact minimizers xε only. On the other hand,
the corresponding result for o(εNτ )-approximate minimizers turns out to be an immediate
extension of the original proof.

Our aim now is to prove is that Iετ admits a development in Γ-convergence in terms of

the functionals F̂ i as suggested by (6.70).

Theorem 6.4 (Development in Γ-convergence of Iετ). Assume (2.1)-(2.2), (2.7)-(2.8),
(2.16), (2.17), and (2.29). Then the following development holds

Iετ
Γ
= G0 + εG1 + ε2G2 + · · ·+ εNτ GNτ + o(εNτ )

in X =
{
vτ ∈ UNτ +1 : v0

τ
= u0

}
(6.73)
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where G0 is the indicator function ID of D = {u0}×D(Ê1
τ
)×· · ·×D(ÊNτ

τ
), the functionals

Gi are given by

Gi = ai +
1

τ 1 . . . τ i
F̂ i + ID for i = 1, . . . , Nτ ,

and the constants ai depend on (τ 1, . . . , τ i−1) and on the minimum values

µi = min
M i−1

F̂ i for i = 1, . . .Nτ where M0 = D

and M i = {u ∈ M i−1 : F̂ i(u) = µi} for i = 1, . . . Nτ .(6.74)

In particular, starting from a1
ε = 0, the constants ai are recursively defined for i =

1, . . . , Nτ as

ai = lim
ε→0

ai
ε ai+1

ε =
1

ε

(
λi

ετ

εi
µi −

µi

τ 1 . . . τ i
− ai +

ai
ε

ε

)
.(6.75)

Before moving to the proof of Theorem 6.4, let us firstly check by induction that the
definition of the values µi in (6.74) makes sense. Indeed, taking into account (2.2), (2.7)-

(2.8), (2.16), and (2.29), one clearly has that min{F̂1(u) : u ∈ M0} has at least a solution

(note that Ê1
τ

fulfills (2.7) as well). In particular, the set of minimizers M1 is non-empty
and closed with respect to the strong topology of UNτ +1. Moreover, {u1 : u ∈ M1} is
compact in U by (2.7). Then, we compute for u ∈ M1 that

F̂2(u) = Ψ(u2−u1) + Ê2
τ
(u2) − Ê1

τ
(u1)

u∈M1

= Ψ(u2−u1) + Ê2
τ
(u2) + Ψ(u1 − u0) − E0

τ
(u0) − µ1.

Hence, F̂2 is lower semicontinuous and coercive on M1 and min{F̂2(u) : u ∈ M1} has
a solution. Namely µ2 < ∞, M2 is non-empty and closed, and {(u1, u2) : u ∈ M2} is
compact in U2.

Assume now i ≥ 3 and M i−1 non-empty and closed with {(u1, . . . , ui−1) : u ∈ M i−1}
compact in U i−1. Then, for all u ∈ M i−1 we have that

µ1 = Ψ(u1−u0) + Ê1
τ
(u1) − E0

τ
(u0),

µj = Ψ(uj−uj−1) + Ê j
τ
(uj) − Ê j−1

τ
(uj−1) for j = 2, . . . , i − 1.

By adding up the above equalities we easily obtain that

F̂ i(u) = Ψ(ui−ui−1) + Ê i
τ
(ui) − Ê i−1

τ
(ui−1)

u∈M i−1

=
i∑

j=1

Ψ(uj−uj−1) + Ê i
τ
(ui) − E0

τ
(u0) −

i−1∑

j=1

µj

and F̂ i is lower semicontinuous and coercive on M i−1. Hence, min{F̂ i(u) : u ∈ M i−1}
has at least a solution and the set of minimizers M i is non-empty and closed. Moreover,
{(u1, . . . , ui) : u ∈ M i} compact in U i.

Once the values µ1, . . . , µNτ are given, a trivial but tedious computation based on the
explicit form of the Pareto weights λετ leads to the check that the definition in (6.75)
makes sense as well. Let us stress that (6.75) allows us to explicitly recover all terms in
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the development (6.73). For instance, the first five terms in the development (6.73) of Iετ

read as follows

G0 = ID,

G1 =
1

τ 1
F̂1 + ID,

G2 = −
1

(τ 1)2
µ1 +

1

τ 1τ 2
F̂2 + ID,

G3 =
1

(τ 1)3
µ1 −

τ 1+τ 2

(τ 1τ 2)2
µ2 +

1

τ 1τ 2τ 3
F̂3 + ID,

G4 =
1

(τ 1)4
µ1 +

(τ 1+τ 2)2−τ 1τ 2

(τ 1τ 2)3
µ2 −

τ 1τ 2+τ 2τ 3+τ 3τ 1

(τ 1τ 2τ 3)2
µ3 +

1

τ 1τ 2τ 3τ 4
F̂4 + ID.

Proof. We shall proceed by induction and, for the sake of clarifying the argument, we
directly work out the first three terms in the development (6.73) before showing the
induction step.

The 0-order term. At first, let us check that Γ-lim ε→0 Iετ = ID in X.

Let uε → u in X and assume that lim infε→0 Iετ(uε) < ∞. By recalling (2.18) and
possibly re-extracting, as the weights λi

ετ and σi
ετ are non-negative we have that uε ∈

{u0} × D(E1
τ
) × · · · × D(ENτ

τ
). Hence, u belongs to the corresponding closure (condi-

tioned by supε E
i
τ
(ui

ε) < ∞) which is nothing but D. Moreover, we surely have that
lim infε→0 Iετ(uε) ≥ 0 as λ1

ετ = o(1) (see again (2.18)).

Fix now u ∈ D and let uε → u be a recovery sequence in the following sense

u0
ε = u0 and sup

ε
E i

τ
(ui

ε) < ∞ for i = 1, . . . , Nτ ,

(such a sequence surely exists). We compute from (2.18) that Iετ(uε) → 0.

The first-order term. We have checked that m0 = 0 and M0 = D. Hence, recalling (2.18),
we have that

G1
ε (u) =

Iετ(u) − 0

ε
=

1

ε
Iετ(u)

=
Nτ∑

i=1

(
λi

ετ

ε
Ψ(ui−ui−1) +

σi
ετ

ε
E i

τ
(ui)

)
−

λ1
ετ

ε
E0

τ
(u0).(6.76)

Let uε → u in X and assume that lim infε→0 G
1
ε (uε) < ∞. By using (6.76) and the

non-negativity of λi
ετ and σi

ετ , we have that

G1
ε (uε) ≥

λ1
ετ

ε
Ψ(u1

ε−u0) +
σ1

ετ

ε
E1

τ
(u1

ε) −
λ1

ετ

ε
E0

τ
(u0),

so that, passing to the lim inf,

lim inf
ε→0

G1
ε (uε) ≥

1

τ 1
F̂1(u).

On the other hand, fix u ∈ M0 and let uε → u be such that

u0
ε = u0, |E1

τ
(u1

ε) − Ê1
τ
(u1)| = o(1), and sup

ε
E j

τ
(uj

ε) < ∞ for i = 2, . . . , Nτ .
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Then, we have that

G1
ε (uε) =

λ1
ετ

ε
Ψ(u1

ε−u0) +
σ1

ετ

ε
E1

τ
(u1

ε) −
λ1

ετ

ε
E0

τ
(u0)

+

Nτ∑

i=2

(
λi

ετ

ε
Ψ(ui

ε−ui−1
ε ) +

σi
ετ

ε
E i

τ
(ui)

)

=
λ1

ετ

ε
Ψ(u1

ε−u0) +
σ1

ετ

ε
Ê1

τ
(u1) −

λ1
ετ

ε
E0

τ
(u0) + o(1)

so that passing to the limit one has G1
ε (uε) → F̂1(u)/τ 1. Namely, we have checked that

Γ-lim sup ε→0 G
1
ε ≤ F̂1/τ 1 and we conclude that

G1 = Γ-lim
ε→0

G1
ε =

1

τ 1
F1 in M0.

In particular minM0 G1 = µ1/τ 1 and M1 = {u ∈ M0 : G1(u) = µ1/τ 1} is non-empty.

The second-order term. We shall refine these techniques in order to compute Γ-lim ε→0 G
2
ε

where

G2
ε (u) =

G1
ε (u) − µ1/τ 1

ε
=

Iετ(u)

ε2
−

µ1

ετ 1

=
1

ε

(
λ1

ετ

ε
Ψ(u1 − u0) +

σ1
ετ

ε
Ê1

τ
(u1) −

λ1
ετ

ε
E0

τ
(u0) −

µ1

τ 1

)

+

Nτ∑

i=2

(
λi

ετ

ε2
Ψ(ui−ui−1) +

σi
ετ

ε2
E i

τ
(ui)

)
.(6.77)

In particular, let uε → u in X, u ∈ M1, and assume that lim infε→0 G
2
ε (uε) < ∞. As we

have that

lim inf
ε→0

1

ε

(
λ1

ετ

ε
Ψ(u1

ε−u0) +
σ1

ετ

ε
E1

τ
(u1

ε) −
λ1

ετ

ε
E0

τ
(u0) −

µ1

τ 1

)
< ∞,

by possibly extracting not relabeled subsequences, we can compute

lim sup
ε→0

E1
τ
(u1

ε) ≤ lim sup
ε→0

ε

σ1
ετ

(
−

λ1
ετ

ε
Ψ(u1

ε−u0) +
λ1

ετ

ε
E0

τ
(u0) +

µ1

τ 1

)

(2.29)
= −Ψ(u1−u0) + E0

τ
(u0) + µ1

= µ1 − F̂1(u) + Ê1
τ
(u1)

u∈M1

= Ê1
τ
(u1).

Namely, as clearly Ê1
τ
(u1) ≤ lim infε→0 E

1
τ
(u1

ε), we have checked that

(6.78) E1
τ
(u1

ε) → Ê1
τ
(u1).
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Let us now compute

G2
ε (uε)

(2.19)

≥
1

ε

(
λ1

ετ

ε
Ψ(u1

ε−u0) +
λ1

ετ

ε
E1

τ
(u1

ε) −
λ1

ετ

ε
E0

τ
(u0) −

µ1

τ 1

)

+
λ2

ετ

ε2
Ψ(u2

ε−u1
ε) +

λ2
ετ

ε2
E2

τ
(u2

ε) −
λ2

ετ

ε2
E1

τ
(u1

ε)

≥

(
λ1

ετ

ε2
F̂1(uε) −

λ1
ετµ1

ε2

)
+

(
λ1

ετµ1

ε2
−

µ1

ετ 1

)

+
λ2

ετ

ε2
Ψ(u2

ε−u1
ε) +

λ2
ετ

ε2
Ê2

τ
(u2

ε) −
λ2

ετ

ε2
E1

τ
(u1

ε)

(6.78)

≥ 0 −
µ1

(τ 1)2
+

λ2
ετ

ε2
Ψ(u2

ε−u1
ε) +

λ2
ετ

ε2
Ê2

τ
(u2

ε) −
λ2

ετ

ε2
Ê1

τ
(u1) + o(1).

Hence, passing to the lim inf and using (6.78) we have that

lim inf
ε→0

G2
ε (uε) ≥ −

µ1

(τ 1)2
+

1

τ 1τ 2
F̂2(u).

We now fix u ∈ M1 and let uε → u be such that

u0
ε = u0,

|E1
τ
(u1

ε) − Ê1
τ
(u1)| = o(ε), Ψ(u1

ε − u1) = o(ε),

|E2
τ
(u2

ε) − Ê2
τ
(u2)| = o(1),

sup
ε

E i
τ
(ui

ε) < ∞ for i = 3, . . . , Nτ .

Then, we have that

G2
ε (uε)

(2.19)
=

λ1
ετ

ε2
Ψ(u1

ε−u0) +
λ1

ετ

ε2
E1

τ
(u1

ε) −
λ1

ετ

ε2
E0

τ
(u0) −

µ1

ετ 1

+
λ2

ετ

ε2
Ψ(u2

ε−u1
ε) +

λ2
ετ

ε2
E2

τ
(u2

ε) −
λ2

ετ

ε2
E1

τ
(u1

ε) + o(1)

≤
λ1

ετ

ε2
Ψ(u1−u0) +

λ1
ετ

ε2
Ê1

τ
(u1) −

λ1
ετ

ε2
E0

τ
(u0) −

µ1

ετ 1

+
λ2

ετ

ε2

(
Ψ(u2

ε−u1
ε) + Ê2

τ
(u2) − Ê1

τ
(u1)

)
+ o(1)

u∈M1

=

(
λ1

ετµ1

ε2
−

µ1

ετ 1

)
+

1

τ 1τ 2
F̂2(u) + o(1)

and, passing to the lim sup, one obtains

lim sup
ε→0

G2
ε (uε) ≤ −

µ1

(τ 1)2
+

1

τ 1τ 2
F̂2(u).

The i-th order term. Let us now come to the induction step. Assume that the development
(6.73) holds up to the (i−1)-th term. In particular, let

(6.79) mj = aj +
µj

τ 1 . . . τ j
for j ≤ i − 1
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with aj defined as in (6.75). We start by noting that

Gi
ε(u) =

Gi−1
ε (u) − mi−1

ε
=

1

ε

(
Gi−2

ε (u) − mi−2

ε
− mi−1

)
= . . .

=
Iετ(u)

εi
−

i−1∑

j=1

mj

εi−j

=
Nτ∑

i=1

(
λi

ετ

εi
Ψ(ui−ui−1) +

σi
ετ

εi
E i

τ
(ui)

)
−

λ1
ετ

εi
E0

τ
(u0) −

i−1∑

j=1

mj

εi−j
.(6.80)

In particular, owing to (2.19), we have that

Gi
ε(u) =

λ1
ετ

εi
Ψ(u1−u0) +

λ1
ετ

εi
E1

τ
(u1) −

λ1
ετ

εi
E0

τ
(u0) −

m1

εi−1

+
λ2

ετ

εi
Ψ(u2−u1) +

λ2
ετ

εi
E2

τ
(u2) −

λ2
ετ

εi
E1

τ
(u1) −

m2

εi−2

...

+
λi−1

ετ

εi
Ψ(ui−1−ui−2) +

λi−1
ετ

εi
E i−1

τ
(ui−1) −

λi−1
ετ

εi
E i−2

τ
(ui−2) −

mi−1

ε

+
λi

ετ

εi
Ψ(ui−ui−1) +

λi
ετ

εi
E i

τ
(ui) −

λi
ετ

εi
E i−1

τ
(ui−1)

+

Nτ∑

j=i+1

(
λj

ετ

εi
Ψ(uj−uj−1) +

σj
ετ

εi
E j

τ
(uj)

)
.

Let now uε → u in X and assume that lim infε→0 G
i
ε(uε) < ∞. Arguing as above, and in

particular along the same lines of the proof of (6.78), we can check that

(6.81) E j
τ
(uj

ε) → Ê j
τ
(uj) for j ≤ i − 1.

and, by using (6.80), we have

Gi
ε(uε) ≥

λ1
ετ

εi
Ψ(u1

ε−u0) +
λ1

ετ

εi
Ê1

τ
(u1

ε) −
λ1

ετ

εi
E0

τ
(u0) −

m1

εi−1

+
λ2

ετ

εi
Ψ(u2

ε−u1
ε) +

λ2
ετ

εi
Ê2

τ
(u2

ε) −
λ2

ετ

εi
Ê1

τ
(u1

ε) −
m2

εi−2

...

+
λi−1

ετ

εi
Ψ(ui−1

ε −ui−2
ε ) +

λi−1
ετ

εi
Ê i−1

τ
(ui−1

ε ) −
λi−1

ετ

εi
Ê i−2

τ
(ui−2

ε ) −
mi−1

ε

+
λi

ετ

εi
Ψ(ui

ε−ui−1
ε ) +

λi
ετ

εi
Ê i

τ
(ui

ε) −
λi

ετ

εi
Ê i−1

τ
(ui−1

ε )

≥

(
λ1

ετµ1

εi
−

m1

εi−1

)
+

(
λ2

ετµ2

εi
−

m2

εi−2

)
+ · · ·+

(
λi−1

ετ µi−1

εi
−

mi−1

ε

)

+
λi

ετ

εi
Ψ(ui

ε−ui−1
ε ) +

λi
ετ

εi
Ê i

τ
(ui

ε) −
λi

ετ

εi
Ê i−1

τ
(ui−1

ε ).(6.82)
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By using (6.81) we directly check that

lim inf
ε→0

(
λi

ετ

εi
Ψ(ui

ε−ui−1
ε ) +

λi
ετ

εi
Ê i

τ
(ui

ε) −
λi

ετ

εi
Ê i−1

τ
(ui−1

ε )

)
≥

1

τ 1 . . . τ i
F̂ i(u).

As for the remainder terms in the right-hand side of (6.82), by exploiting (6.79) and the
definition (6.75) we have that

(6.83)

(
λ1

ετµ1

εi
−

m1

εi−1

)
+

(
λ2

ετµ2

εi
−

m2

εi−2

)
+ · · ·+

(
λi−1

ετ µi−1

εi
−

mi−1

ε

)
= ai

ε.

Hence, we have finally checked that

lim inf
ε→0

Gi
ε(uε) ≥ ai +

1

τ 1 . . . τ i
F̂ i(u).

Fix now u ∈ M i−1 and choose uε → u such that

(i) u0
ε = u0,

(ii) Ψ(uj
ε − uj) = o(εi−j) for j ≤ i − 1,

(iii) Ψ(uj − uj
ε) = o(εi−j−1) for j ≤ i − 1,

(iv) |E j
τ
(uj

ε) − Ê j
τ
(uj)| = o(εi−j) for j ≤ i,

(v) sup
ε

E j
τ
(uj

ε) < ∞ for j = i + 1, . . . , Nτ .

To find uε, first take a recovery sequence satisfying (iv) and (v), then (2.29) can be used
to establish (ii) and (iii). Then, we compute that (see (6.80))

Gi
ε(uε) =

λ1
ετ

εi
Ψ(u1 − u0) +

λ1
ετ

εi
Ê1

τ
(u1) −

λ1
ετ

εi
E0

τ
(u0) −

m1

εi−1

+
λ2

ετ

εi
Ψ(u2−u1) +

λ2
ετ

εi
Ê2

τ
(u2) −

λ2
ετ

εi
Ê1

τ
(u1) −

m2

εi−2

...

+
λi−1

ετ

εi
Ψ(ui−1−ui−2) +

λi−1
ετ

εi
Ê i−1

τ
(ui−1) −

λi−1
ετ

εi
Ê i−2

τ
(ui−2) −

mi−1

ε

+
λi

ετ

εi
Ψ(ui

ε−ui−1) +
λi

τ

εi
Ê i

τ
(ui) −

λi
ετ

εi
Ê i−1

τ
(ui−1) + o(1).

(6.84)

By recalling that u ∈ M i−1, we have that

Gi
ε(uε) =

(
λ1

ετµ1

εi
−

m1

εi−1

)
+

(
λ2

ετµ2

εi
−

m2

εi−2

)
+ . . .

+

(
λi−1

ετ µi−1

εi
−

mi−1

ε

)

+
λi

ετ

εi
Ψ(ui

ε−ui−1) +
λi

τ

εi
Ê i

τ
(ui) −

λi
ετ

εi
Ê i−1

τ
(ui−1) + o(1),(6.85)

so that, by passing to the lim sup and using (6.83), we get that

lim sup
ε→0

Gi
ε(uε) ≤ ai +

1

τ 1 . . . τ i
F̂ i(u),

and the assertion follows. �
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Once the asymptotic development in Γ-convergence of Iετ of Theorem 6.4 is established,
the proof of Theorem 6.1 follows directly from Theorem 6.3.
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