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Transmission problems and domain decompositions for
non-autonomous parabolic equations on evolving domains

Amal Alphonse, Ana Djurdjevac, Emil Engström, Eskil Hansen

Abstract

Parabolic equations on evolving domains model a multitude of applications including various
industrial processes such as the molding of heated materials. Such equations are numerically
challenging as they require large-scale computations and the usage of parallel hardware. Domain
decomposition is a common choice of numerical method for stationary domains, as it gives rise
to parallel discretizations. In this study, we introduce a variational framework that extends the
use of such methods to evolving domains. In particular, we prove that transmission problems on
evolving domains are well posed and equivalent to the corresponding parabolic problems. This in
turn implies that the standard non-overlapping domain decompositions, including the Robin–Robin
method, become well defined approximations. Furthermore, we prove the convergence of the
Robin–Robin method. The framework is based on a generalization of fractional Sobolev–Bochner
spaces on evolving domains, time-dependent Steklov–Poincaré operators, and elements of the
approximation theory for monotone maps.

1 Introduction

Industrial applications involving molding typically result in parabolic PDEs with the non-standard feature
of evolving or moving spatial domains. In order to illustrate this, consider the production of railway
tracks. This process includes two crucial steps, as depicted in Figure 1. First, the rail is shaped, which
involves hot rolling a steel beam with a rectangular cross section into a rail with an H-shaped cross
section. Second, the newly molded rail is solidified by spraying water on its surface. A basic model for
the temperature u of the rail is then given by a non-autonomous parabolic equation on an evolving
domain. That is, for the evolving domain {Ω(t)}t∈[0,∞), the temperature u satisfies

u̇(t)−∇ ·
(
α(t)∇u(t)

)
+
(
∇ ·w(t) + β(t)

)
u(t) = f(t) in Ω(t),

u(t) = η(t) on ∂Ω(t),

u(0) = 0 in Ω(0).

(1)

Here, the time evolution is described by the material derivative

u̇(t) = ∂tu(t) +w(t) · ∇u(t),

and the domain Ω(t) and its boundary ∂Ω(t) evolve according to the known velocity field w. The
precise geometry and assumptions on the problem data will be specified in Sections 2 and 5. For
simplicity we will only consider η ≡ 0 in (1), but non-zero time-dependent boundary conditions can be
handled as done in Section 6.

Other applications of parabolic equations on evolving domains and hypersurfaces, to name a few,
include: the dynamics of bubbles rising in liquid columns [19] governed by the Navier–Stokes equations;
tumor growth models [5] consisting of reaction-diffusion equations on surfaces evolving via forced mean
curvature flows; spinodal decomposition of binary polymer mixtures [23] governed by the Cahn–Hilliard
equation.
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Cooling

Figure 1: Left image: sketch of a steel beam Ω at time t being reshaped via hot rolling and thereafter
solidified by water cooling. Right image: Decomposition of the steel beam at time t, where Ω(t) is
decomposed into Ω1(t) and Ω2(t) = Ω2,1(t) ∪ Ω2,2(t).

Parabolic equations on evolving domains are numerically challenging due to the time-dependent
geometry and the need for implicit time integration. This all results in large-scale computations that
require the usage of parallel and distributed hardware. In the context of stationary domains, the domain
decomposition method is a common choice that gives rise to parallel discretizations. The basic idea for
these methods is to decompose the domain associated to the equation into subdomains and thereafter
communicate the results via the boundaries to the adjacent subdomains. As an example, when shaping
the train rail one could, at a fixed time, decompose the rail into three subdomains, where the middle one
is a small region around the deformation zone, see Figure 1. The computational benefit of this is that
each subdomain can be given a tailored spatial mesh. For example, the deformation subdomain typically
requires a finer mesh than the other subdomains. For a general introduction to domain decomposition
methods we refer to [31, 34].

From a mathematical perspective non-overlapping domain decomposition methods can be designed by
first proving that the original parabolic equation (1) is equivalent to a so-called transmission problem.
For two disjoint evolving subdomains Ωi(t), i = 1, 2, such that Ω(t) = Ω1(t) ∪ Ω2(t) and Γ(t) =
∂Ω1(t) ∩ ∂Ω2(t), the strong form of the transmission problem becomes



u̇i(t)−∇ ·
(
α(t)∇ui(t)

)
+
(
∇ ·w(t) + β(t)

)
ui(t) = fi(t) in Ωi(t),

ui(t) = 0 on ∂Ωi(t) \ Γ(t)
for i = 1, 2,

u1(t) = u2(t) on Γ(t),

α(t)∇u1(t) · ν1(t) + α(t)∇u2(t) · ν2(t) = 0 on Γ(t),

(2)

where νi(t) is the unit outward normal vector of ∂Ωi(t), fi(t) = f(t)|Ωi(t)
, and ui(t) = u(t)|Ωi(t)

.

The non-overlapping domain decompositions can then be derived by approximating the transmission
problem. For example, consider the classic Robin–Robin method, first introduced in [27]. By taking
linear combinations of the last two equations in (2), one has the equivalent Robin conditions

α(t)∇u1(t) · νi(t) + s0u1(t) = α(t)∇u2(t) · νi(t) + s0u2(t) on Γ(t) for i = 1, 2,

and a method parameter s0 > 0. Alternating between the subdomains then gives the Robin–Robin
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Transmission problems and domain decompositions for parabolic equations on evolving domains 3

method as computing (un1 , u
n
2 ) for n = 1, 2, . . . with

u̇n1 (t)−∇ ·
(
α(t)∇un1 (t)

)
+
(
∇ ·w(t) + β(t)

)
un1 (t) = f1(t) in Ω1(t),

un1 (t) = 0 on ∂Ω1(t) \ Γ(t),
α(t)∇un1 (t) · ν1(t) + s0u

n
1 (t) =

α(t)∇un−1
2 (t) · ν1(t)+s0un−1

2 (t) on Γ(t),

u̇n2 (t)−∇ ·
(
α(t)∇un2 (t)

)
+
(
∇ ·w(t) + β(t)

)
un2 (t) = f2(t) in Ω2(t),

un2 (t) = 0 on ∂Ω2(t) \ Γ(t),
α(t)∇un2 (t) · ν2(t) + s0u

n
2 (t) =

α(t)∇un1 (t) · ν2(t)+s0un1 (t) on Γ(t).

(3)

Here, u02 is an initial guess and uni (t) approximates ui(t) = u(t)|Ωi(t)
. Note that the Robin–Robin

method is sequential, but the computation of each uni can be implemented in parallel when Ωi(t) is a
union of nonadjacent subdomains, as is the case in Figure 1.

The well posedness of parabolic equations on evolving domains can be derived via the framework [2],
which relies on a variational formulation where the standard Sobolev–Bochner solution space

H1
(
(0, T );H−1(Ω)

)
∩ L2

(
(0, T );H1

0 (Ω)
)

(4)

is generalized to evolving domains Ω(t). The framework has also been extended to a Banach space
setting [4]. This variational setting constitutes the starting point of the design and analysis of a wide
range of finite element methods for equations on evolving domains. The development of continuous-
in-time evolving finite element methods have been surveyed in [9]. The extension to full space-time
discretizations via Runge–Kutta and multistep time integrators have, e.g., been analyzed in [8, 21, 29].
This type of analysis of full space-time methods has also been extended to parabolic equations given
on solution-dependent evolving surfaces [22].

Domain decomposition methods have been proposed in the context of parallel time integrators, as
surveyed in [15], and there are several studies concerning the convergence and other theoretical
aspects of space-time decomposition methods applied to parabolic equations on stationary domains,
see, e.g., [12, 10, 14, 17, 1, 16, 18]. However, there is no simple extension of the standard elliptic
theory [31] to parabolic problems on stationary domains, and certainly not to evolving domains. The
main difficulty is that the standard variational setting for parabolic problems, with solutions in the space
denoted in (4), prevents one from deriving the equivalence between (1) and (2). This is caused by the
fact that functions with the regularity of (4) cannot be “glued” together into a new function with the same
regularity, see [7, Example 2.14].

The goals of this paper are therefore to

1 prove the equivalence between (1) and (2), by introducing a suitable variational formulation;

2 demonstrate that the standard non-overlapping domain decomposition methods, including the
Robin–Robin method, are well defined on evolving domains;

3 illustrate the applicability of the framework by proving that the Robin–Robin method is convergent
when applied to non-autonomous parabolic equations on evolving domains.

The main tool used to achieve the first goal is a new variational formulation with solutions in the evolving
domain generalization of the space

H1/2
(
(0,∞);L2(Ω)

)
∩ L2

(
(0,∞);H1

0 (Ω)
)
;
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see Sections 3 to 6. This resolves the issue with “gluing” functions together without losing regularity,
see Section 7. The H1/2-approach is due to [26] for smooth stationary domains and extended to
stationary Lipschitz domains in [7]. We have also explored a H1/2-setting for domain decomposition
methods for parabolic problems on stationary domains in [12, 10]. The study [6] has also used a
H1/2-variational formulation in order to analyze boundary integral operators for the heat equation
on evolving domains. In that work, the standard time derivative is considered instead of the material
derivative, which leads to a quite different setting than ours.

The second and third goals are reached by reformulating the transmission problems and the non-
overlapping domain decomposition methods in terms of time-dependent Steklov–Poincaré operators.
As these operators become coercive in the new H1/2-setting, one can prove that several domain
decomposition methods are well defined via the Lax–Milgram theorem and show convergence for
the Robin–Robin method via the abstract convergence result [28], see Section 8. Note that this new
approach even yields convergence in a stronger norm compared to the previous results on stationary
domains [12, 10].

The continuous analysis, derived in this paper, is also expected to hold in the finite-dimensional case
that arises after discretizing in space and time, e.g., by using space-time finite elements, see, e.g., [32].
However, in order to limit the scope of the paper we will restrict ourselves to the continuous case. The
features and implementations of full domain decomposition finite element discretizations will be studied
elsewhere.

Throughout the paper, we will use the notation R+ = (0,∞), R0
+ = [0,∞) and c, C will denote

generic positive constants.

2 Evolving domains

Let us describe the geometric setting. Assume that we have a bounded Lipschitz domain Ω(0) ⊂ Rn,
with n = 2, 3, such that

Ω(0) = Ω1(0) ∪ Ω2(0),

where Ωi(0), i = 1, 2, are bounded Lipschitz domains that are disjoint with common boundary

Γ(0) = ∂Ω1(0) ∩ ∂Ω2(0).

We assume that Γ(0) is a (n − 1)-dimensional Lipschitz manifold. Note that all results will also be
valid for the case n = 1, but with a slightly altered notation. It is also possible to replace Ωi(0) by a
union of Ki nonadjacent subdomains, i.e.,

Ωi(0) =

Ki⋃
k=1

Ωi,k(0),

see Figure 1, without any change to the analysis.

We now consider Ω(0) to be evolving in time, resulting in a domain Ω(t) at a later time t. To this end
introduce the velocity field

w : R0
+ × Rn → Rn

together with the corresponding transformation Φ: R0
+ × Rn → Rn given by

d

dt
Φt(x) = w(t,Φt(x)), t ∈ R+, Φ0(x) = x,

for all x ∈ Rn. We will assume that this evolution has the properties described below.
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Assumption 2.1. The velocity field w generates a transformation Φ such that

(i) Φ is an element in C1(R0
+ × Rn,Rn) and satisfies the bound

sup
t∈R+

∥Φt∥C1(Br,Rn) ≤ C <∞

for every fixed ball Br = {x ∈ Rn : |x| < r}, where C = C(r).

(ii) The inverse map Φ− : (t, x) 7→ (Φt)
−1(x) exists and satisfies the same regularity and bound

as Φ.

The domain at time t is then defined as

Ω(t) = Φt(Ω(0)).

The above properties of Φ imply that Ω(t) is also a bounded Lipschitz domain with boundary ∂Ω(t) =
Φt

(
∂Ω(0)

)
. Furthermore, the Jacobian DΦt(x) = {∂xj

Φt(x)i}i,j is well defined and its inverse is
given by

(DΦt)
−1(x) = (DΦ−t)

(
Φt(x)

)
.

We also introduce the determinants

Jt(x) = det
(
DΦt(x)

)
and J−t(x) = det

(
DΦ−t(x)

)
= 1/Jt

(
Φ−t(x)

)
.

Regarding the partition of the domain, let us write

Ωi(t) = Φt

(
Ωi(0)

)
, i = 1, 2,

for the evolution of the disjoint components. Once again, the assumed properties of Φ give that all
interiors are mapped to interiors and boundaries are mapped to boundaries, thus we obtain the bounded
Lipschitz subdomains Ωi(t) with the boundaries

∂Ωi(t) = Φt

(
∂Ωi(0)

)
, i = 1, 2.

We also have

Φt

(
Γ(0)

)
= Φt

(
∂Ω1(0) ∩ ∂Ω2(0)

)
= Φt

(
∂Ω1(0)

)
∩ Φt

(
∂Ω2(0)

)
= ∂Ω1(t) ∩ ∂Ω2(t),

and hence the interface Γ(0) between Ω1(0) and Ω2(0) is mapped onto the interface between Ω1(t)
and Ω2(t), which we shall call Γ(t), i.e.,

Γ(t) = ∂Ω1(t) ∩ ∂Ω2(t).

The set Γ(t) is again assumed to be an (n−1)-dimensional Lipschitz manifold. This setup is exemplified
in Figure 2. Next, we observe a few more properties of Φ. Let Ω(0) ⊂ Br, then Assumption 2.1 yields
that

sup
t∈R+

sup
x∈Br

|Φt(x)| ≤ C.

Hence, there exists a ball BR that contains all trajectories of Φ starting in Ω(0), i.e., Ω(t) ⊂ BR for all
t ∈ R0

+. We can therefore view Φ and Φ− as maps restricted to Br and BR, respectively, where

Φ ∈ Cb

(
R0

+;C
1(Br,Rn)

)
and Φ− ∈ Cb

(
R0

+;C
1(BR,Rn)

)
. (5)

Furthermore, there are constants c, C > 0 such that

c|x− y| ≤ |Φt(x)− Φt(y)| ≤ C|x− y| and c ≤ |Jt(x)| ≤ C (6)

for all x, y ∈ Br and t ∈ R0
+. These bounds also hold for Φ−t and J−t with x, y ∈ BR.
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Figure 2: An example of an evolving domain decomposition with an interior domain Ω1 and an exterior
domain Ω2.

3 Abstract time-evolving function spaces

In this section we start by generalizing parts of the abstract framework of [2, 4] to a semi-infinite time
interval. We then define a notion of a generalized Sobolev–Bochner space that allows in particular for
fractional-in-time exponents. This theory will enable us to define the function spaces that we need on
the various evolving domains and boundaries from the previous section. We begin with a notion of
compatibility, see also [4, Assumption 2.1].

Definition 3.1. Let X ≡ {X(t)}t∈R0
+

be a family of real separable Hilbert spaces and let

ϕt : X(0) → X(t)

be a linear and invertible map, with its inverse denoted by ϕ−t. The pair (X,ϕ) is said to be compatible
if

(i) ϕ0 is the identity,

(ii) there exists a constant C independent of t ∈ R0
+ such that

∥ϕtu∥X(t) ≤ C ∥u∥X(0) for all u ∈ X(0),

∥ϕ−tu∥X(0) ≤ C ∥u∥X(t) for all u ∈ X(t),

(iii) for all u ∈ X(0), the map t 7→ ∥ϕtu∥X(t) is measurable.

If (X,ϕ) is compatible, then as done in [2, 4], we may define the L2-space as

L2
X(R+) =

{
u : R+ →

⋃
t∈R+

X(t)× {t} : t 7→
(
ū(t), t

)
such that ϕ−ū ∈ L2

(
R+;X(0)

)}
.

We will abuse notation and simply write u instead of ū. This is a separable Hilbert space, with the inner
product

(u, v)L2
X(R+) =

∫
R+

(
u(t), v(t)

)
X(t)

dt;

compare with [2, Theorem 2.8]. The map

ϕ : L2
(
R+;X(0)

)
→ L2

X(R+)
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Transmission problems and domain decompositions for parabolic equations on evolving domains 7

then acts as an isomorphism with an equivalence of norms, see [2, Lemma 2.10]. In addition, if (X,ϕ)
is compatible then so is (X∗, (ϕ−)

∗), where ϕ∗ : X(t)∗ → X(0)∗ denotes the dual map of ϕ. One
also has that L2

X(R+)
∗ ∼= L2

X∗(R+) and

⟨g, v⟩L2
X∗ (R+)×L2

X(R+) =

∫
R+

⟨g(t), v(t)⟩X(t)∗×X(t)dt

= ⟨ϕ∗g, ϕ−v⟩L2(R+;X(0)∗)×L2(R+;X(0)).

See [2, p.6 and Lemmas 2.14–15] for the above statement.

Definition 3.2. For a space Y ↪→ L2(R+), we use the notation

YX(R+) =
{
v ∈ L2

X(R+) : ϕ−v ∈ Y
(
R+;X(0)

)}
.

The norm on YX(R+) is defined as

∥v∥YX(R+) = ∥ϕ−v∥Y (R+;X(0)).

A consequence of the above is that the restricted map

ϕ : Y
(
R+;X(0)

)
→ YX(R+)

is by definition an isometric isomorphism. Note that the above definition of ∥ · ∥YX(R+) yields an
equivalent norm to ∥ · ∥L2

X(R+) for Y = L2(R+), due to compatibility of (X,ϕ). However, the norms
do not necessarily coincide.

Lemma 3.3. If (X,ϕ) is compatible and Y
(
R+;X(0)

)
is a separable Hilbert space, then YX(R+) is

a separable Hilbert space.

Proof. Take a Cauchy sequence {yn} belonging to YX(R+). By definition, for every ϵ > 0, there
exists an N such that if n,m ≥ N , we have

∥ϕ−yn − ϕ−ym∥Y (R+;X(0)) = ∥yn − ym∥YX(R+) ≤ ϵ.

As Y
(
R+;X(0)

)
is a Hilbert space, ϕ−yn → z in Y

(
R+;X(0)

)
to some z ∈ Y

(
R+;X(0)

)
. Since

Y
(
R+;X(0)

)
is a subset of L2

(
R+;X(0)

)
and we have compatibility, it follows that ϕz ∈ L2

X .
Hence, ϕz ∈ YX(R+). We have

∥yn − ϕz∥YX(R+) = ∥ϕ−yn − z∥Y (R+;X(0)) → 0

as n tends to infinity. Thus, the sequence {yn} is convergent in YX(R+). This shows that every Cauchy
sequence converges, hence it is complete and a Hilbert space.

For the separability, if {ei} is a countable orthonormal basis of Y
(
R+;X(0)

)
, we can write an arbitrary

z ∈ Y
(
R+;X(0)

)
as z =

∑
(z, ei)Y (R+;X(0))ei. Then we have

ϕz =
∑

i(z, ei)Y (R+;X(0))ϕei =
∑

i(ϕz, ϕei)YX(R+)ϕei.

Since any element of YX(R+) can be written as ϕz for some z ∈ Y
(
R+;X(0)

)
and because L2

X

and L2
(
R+;X(0)

)
are isomorphic via ϕ, we see that {ϕei} is a countable dense subset and thus the

space is separable.
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Consider a space Y ↪→ L2(R+) and assume that Y
(
R+;X(0)

)
is a separable Hilbert space. Next,

introduce two compatible pairs (X,ϕ) and (Z, ϕ), where Z(t) ↪→ X(t) for all t ∈ R+. The subset

Y
(
R+;X(0)

)
∩ L2

(
R+;Z(0)

)
⊆ L2

(
R+;X(0)

)
then also becomes a separable Hilbert space when equipped with the inner product

u, v 7→ (u, v)Y (R+;X(0)) + (u, v)L2(R+;Z(0)).

The same holds for YX(R+) ∩ L2
Z(R+) ⊆ L2

X(R+) by Lemma 3.3. The restriction of the map
ϕ : L2

(
R+;X(0)

)
→ L2

X(R+), i.e.,

ϕ : Y
(
R+;X(0)

)
∩ L2

(
R+;Z(0)

)
→ YX(R+) ∩ L2

Z(R+),

is an isometric isomorphism.

4 Compatibility for spaces defined on evolving domains

In this section we wish to apply the theory of Section 3 to concrete function spaces on evolving domains
and boundaries. This mainly involves checking that compatibility holds in the sense of Definition 3.1.
The results here improve those present in [2, 4, 3] because we assume much weaker regularity on the
domains and the evolution than there.

Let M ≡ {M(t)}t∈R0
+

be a family of Lipschitz domains, with M(0) ⊂ Br ⊂ Rn and M(t) ⊂ BR ⊂
Rn, playing the role of Ωi or Ω. Similarly, let S be a family of (n− 1)-dimensional Lipschitz manifolds
representing either ∂Ωi, ∂Ω, or Γ. We refer to [24, Sections 6.2–3] and [30] for an in-depth treatment
of Lipschitz manifolds and the related surface integrals.

In the setting of evolving domains, we will consider two families of compatible pairs given by the maps
ϕ and ψ relating to function spaces over M and S, respectively.

Definition 4.1. The maps ϕ and ψ, together with their inverses, are identified as the compositions

(i) ϕtu = u ◦ Φ−t and ϕ−tu = u ◦ Φt,

(ii) ψtu = u ◦
(
Φ−t|S(t)

)
and ψ−tu = u ◦

(
Φt|S(0)

)
,

respectively.

Note that this choice of ϕ and ψ trivially fulfills the first compatibility property of Definition 3.1. For
notational simplicity, we also make use of the notation ϕ, ψ for matrix-valued maps, e.g., for A :
M(0) → Rn×n we can write

ϕ−tA(x) = (A ◦ Φt)(x) = A
(
Φt(x)

)
.

The task is now to prove the remaining compatibility properties for the function spaces arising when
deriving the weak formulation of (1).

DOI 10.20347/WIAS.PREPRINT.3187 Berlin 2025



Transmission problems and domain decompositions for parabolic equations on evolving domains 9

4.1 Spaces on the interior

Lemma 4.2. If Assumption 2.1 holds then (L2(M), ϕ) and (H1(M), ϕ) are compatible pairs.

Proof. We prove the H1 case as the L2 case follows by a simpler argument. To prove the second
property of Definition 3.1, consider u ∈ H1

(
M(0)

)
and v = ϕtu ∈ H1

(
M(t)

)
. One then has,

pointwise a.e., the formulae

∇(ϕ−tv) = (DΦt)
Tϕ−t(∇v) ⇔ ∇u = (DΦt)

Tϕ−t(∇ϕtu) ⇔
ϕ−t(∇ϕtu) = (DΦt)

−T∇u ⇔ ϕ−t(∇ϕtu) = (ϕ−tDΦ−t)
T∇u.

This yields the identities

∥ϕtu∥2H1(M(t)) =

∫
M(t)

|ϕtu|2 + |∇ϕtu|2 dxt

=

∫
M(0)

ϕ−t

(
|ϕtu|2 + |∇ϕtu|2

)
|Jt| dx0

=

∫
M(0)

u2|Jt|+ |(ϕ−tDΦ−t)
T∇u|2|Jt| dx0. (7)

By Assumption 2.1 we have DΦ− ∈ C(R0
+ × Rn,Rn×n), |J | ∈ C(R0

+ × Rn,R), and the bound

sup
t∈R+

sup
x∈M(0)

|(ϕ−tDΦ−t)
T(x)|22 |Jt(x)|

≤ sup
t∈R+

sup
x∈M(0),y∈M(t)

|(DΦ−t)(y)|2F |Jt(x)|

≤ sup
t∈R+

sup
x∈Br,y∈BR

max
i,j=1,...,n

6n2|∂yjΦ−t(y)i|2 |∂xj
Φt(x)i|n

≤ C(n)
(
sup
t∈R+

∥Φ−t∥C1(BR,Rn)

)2(
sup
t∈R+

∥Φt∥C1(Br,Rn)

)n
<∞,

(8)

where | · |2 and | · |F refer to the Euclidean and Frobenius matrix norms respectively. Hence, the second
term of (7) is bounded by C∥∇u∥2L2(M(0),Rn) and a similar argument for the first term yields that

∥ϕtu∥H1(M(t)) ≤ C ∥u∥H1(M(0)) for all u ∈ H1
(
M(0)

)
,

with a constant C independent of t ∈ R0
+. The reverse bound, i.e., ∥ϕ−tu∥H1(M(0)) ≤ C ∥u∥H1(M(t)),

holds as the very same properties are assumed for Φ and Φ−.

We finally consider the third property of Definition 3.1. Again by Assumption 2.1, we have that |J | ∈
L∞(

R+;L
∞(M(0))

)
and hence |J | : R+ → L∞(

M(0)
)

is strongly measurable. By Pettis’ theorem,
it is also weakly measurable. For an element v ∈ L∞(

M(0)
)

the functional g(v) =
∫
M(0)

u2v dx0

clearly satisfies g ∈ L∞(
M(0)

)∗
since u ∈ L2

(
M(0)

)
. Thus

t 7→ g(|Jt|) =
∫
M(0)

u2|Jt| dx0

is measurable. This yields measurability of the first term of the integral (7). A similar argument gives
measurability of the entire integral.
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4.2 Spaces on the boundary

Let us now address function spaces defined over boundaries.

Lemma 4.3. If Assumption 2.1 holds then
(
L2(S), ψ

)
is a compatible pair.

Proof. For simplicity, we first consider the case n = 2. The curve S(0) is then the union of finitely
many open, overlapping sets

Sℓ(0) = {x ∈ R2 : x(ξ) = Ã−1
ℓ

(
ξ, σℓ(ξ)

)T
for ξ ∈ [−a, a]}.

Here, σℓ : [−a, a] → R are Lipschitz continuous maps, and Ãℓ are affine transformations, i.e.,
Ãℓx = Aℓx+ bℓ, where Aℓ are orthonormal matrices with detAℓ = 1. The curve integral over S(0)
can then be defined as ∫

S(0)

v ds0 =
M∑
ℓ=1

∫ a

−a

(φℓv)
(
x(ξ)

)
|xξ(ξ)| dξ,

with the tangential derivative xξ = A−1
ℓ (1, σ′

ℓ)
T ∈ L∞(

Sℓ(0),R2
)
, for any partition of unity {φℓ} ⊂

C(S(0)) of the curve S(0). Note that the regularity of xξ follows by the Lipschitz continuity of σℓ,
see [24, Theorem 6.2.14]. Also observe that the denominator |xξ|2 = 1 + (σ′

ℓ)
2 is nonzero.

Let y(ξ) = Φtx(ξ), then yξ = DΦt(x)xξ. Furthermore, if {φℓ} ⊂ C
(
S(t)

)
is a partition of unity of

the curve S(t) then {ψ−tφℓ} ⊂ C
(
S(0)

)
becomes a partition of unity of S(0). We then have

∫
S(t)

v(y) dst =
M∑
ℓ=1

∫ a

−a

(φℓv)
(
y(ξ)

)
|yξ(ξ)| dξ

=
M∑
ℓ=1

∫ a

−a

(φℓv)
(
Φtx(ξ))

∣∣∣∣DΦt

(
x(ξ)

) xξ(ξ)
|xξ(ξ)|

∣∣∣∣ |xξ(ξ)|dξ
=

∫
S(0)

(ψ−tv)(x)ω2,t(x) ds0,

(9)

where ω2,t(x) = |DΦt(x)τ(x)| with τ ∈ L∞(
S(0),R2

)
denoting the normalized tangent vector of

S(0). By Assumption 2.1 we obtain that ω2 ∈ L∞(
R+;L

∞(
S(0))

)
as

ω2,t(x) ≤ |DΦt(x)|2|τ(x)|2 ≤ sup
y∈S(0)

|DΦt(y)|F · 1

≤ sup
t∈R+

sup
y∈Br

max
i,j=1,...,n

n|∂yjΦt(y)i| ≤ C sup
t∈R+

∥Φt∥C1(Br,Rn) <∞
(10)

for a.e. x ∈ S(0) and every t ∈ R+.

From (9) it is clear that ψ−tv ∈ L1
(
S(0)

)
if v ∈ L1

(
S(t)

)
and ψtv ∈ L1

(
S(t)

)
if v ∈ L1

(
S(0)

)
.

Next, consider u ∈ L2
(
S(0)

)
. Replacing v by ψtu

2 in (9) yields that

∥ψtu∥L2(S(t)) = ∥u√ω2,t∥L2(S(0)) ≤ C∥u∥L2(S(0)).

Here, the constant C is uniform in time by (10). The reverse bound of Definition 3.1 follows by simply
replacing S(t) with S(0) and vice versa in the above argumentation.
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The measurability, i.e., the third property of Definition 3.1, can be shown in a similar way to Lemma 4.2.
Hence,

(
L2(S), ψ

)
is a compatible pair for n = 2.

The compatibility for n = 3 follows in the same fashion with

Sℓ(0) = {x ∈ R3 : x(ξ) = Ã−1
ℓ

(
ξ1, ξ2, σℓ(ξ)

)T
for ξ ∈ [−a, a]2},

xξ replaced by ∂ξ1x × ∂ξ2x, and ω2,t replaced by

ω3,t

(
x(ξ)

)
=

|DΦt

(
x(ξ)

)
∂ξ1x(ξ) × DΦt

(
x(ξ)

)
∂ξ2x(ξ)|

|∂ξ1x(ξ) × ∂ξ2x(ξ)|
.

Note that the replaced terms are all in L∞, |∂ξ1x × ∂ξ2x|2 = 1 +
∑2

i=1(∂ξiσℓ)
2 is nonzero, and the

bound (10) holds as Ax× Ay = det(A)A−Tx× y.

Regarding Sobolev spaces over the manifolds S, we introduce the space H1/2
(
S(t)

)
defined as

H1/2
(
S(t)

)
= {u ∈ L2

(
S(t)

)
: ∥u∥H1/2(S(t)) <∞} with

∥u∥H1/2(S(t)) =
(
|u|2H1/2(S(t)) + ∥u∥2L2(S(t))

)1/2

and

|u|H1/2(S(t)) =
(∫

S(t)

∫
S(t)

|u(x)− u(y)|2

|x− y|d
dst dst

)1/2

.

Denoting the extension by zero from Γ(t) to ∂Ωi(t) by e∂Ωi(t), we also define the Lions–Magenes
space as

Λ(t) = {u ∈ L2
(
Γ(t)

)
: e∂Ωi(t)u ∈ H1/2

(
∂Ωi(t)

)
} with

∥u∥Λ(t) = ∥e∂Ωi(t)u∥H1/2(∂Ωi(t)).

By [34, Lemma A.8] one has the identification Λ(t) ∼= [H
1/2
0

(
Γ(t)

)
, L2

(
Γ(t)

)
]1/2, i.e., Λ(t) is

independent of i = 1, 2. The space H1/2
(
S(t)

)
is a separable Hilbert space, and the same therefore

holds for Λ(t).

Lemma 4.4. If Assumption 2.1 holds then
(
H1/2(S), ψ

)
is a compatible pair.

Proof. The proof is not dissimilar to the discussion in [3, §5.4.1]. With the same notation as in Lemma 4.3
we have

|ψtu|2H1/2(S(t)) =

∫
S(t)

∫
S(t)

|ψtu(y)− ψtu(ŷ)|2

|y − ŷ|n
dstdst

=

∫
S(t)

∫
S(t)

|u(Φ−t(y))− u(Φ−t(ŷ))|2

|y − ŷ|n
dstdst

=

∫
S(0)

∫
S(0)

|u(x)− u(x̂)|2

|Φt(x)− Φt(x̂)|n
ωn,t(x)ωn,t(x̂) ds0ds0 (11)

≤ C

∫
S(0)

∫
S(0)

|u(x)− u(x̂)|2

|x− x̂|n
ωn,t(x)ωn,t(x̂) ds0ds0

≤ C

∫
S(0)

∫
S(0)

|u(x)− u(x̂)|2

|x− x̂|n
ds0ds0,
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where the constant C is uniform in time. The bounds follow as Φt and ωn fulfill (6) and (10), respectively.
Since the bound for ∥ψtu∥L2(S(t)) follows as in Lemma 4.3 we have ψt : H

1/2
(
S(0)

)
→ H1/2

(
S(t)

)
and

∥ψtu∥H1/2(S(t)) ≤ C∥u∥H1/2(S(0)).

A similar argument gives the same result for ψ−t.

Finally, we prove the third property of Definition 3.1. By Assumption 2.1 we have that Φ: R0
+ →

C
(
S(0)

)
and ωn : R+ → L∞(

S(0)
)

are continuous. Hence, the integrand in (11) is continuous in
time for all fixed x, x̂ excluding the zeros set where ωn,t is undefined and x = x̂. The set violating the
latter condition is again of measure zero. The said integrand is bounded from above by

C
|u(x)− u(x̂)|2

|x− x̂|n

via (6) and (10), and this function is integrable and independent of time. We may therefore apply
Lebesgue’s dominated convergence theorem to deduce that the right-hand side of (11) (and hence also
∥ψtu∥H1/2(S(t))) is continuous with respect to t, thereby yielding the sought-after measurability.

Lemma 4.5. If Assumption 2.1 holds then

e∂Ωi(t)ψtu = ψte∂Ωi(0)u

for all u ∈ L2
(
Γ(0)

)
.

Proof. By Lemma 4.3, one obtains that e∂Ωi(t)ψtu and ψte∂Ωi(0)u are in L2
(
∂Ωi(t)

)
. We therefore

have, for a.e. x ∈ ∂Ωi(t),

(e∂Ωi(t)ψtu)(x) =

{
(ψtu)(x) if x ∈ Γ(t)

0 if x ∈ ∂Ωi(t)\Γ(t),

while on the other hand

(ψte∂Ωi(0)u)(x) = (e∂Ωi(0)u)
(
Φ−t(x)

)
=

{
u(Φ−t(x)) if Φ−t(x) ∈ Γ(0)

0 if Φ−t(x) ∈ ∂Ωi(0)\Γ(0)

=

{
(ψtu)(x) if x ∈ Γ(t)

0 if x ∈ ∂Ωi(t)\Γ(t).

Here we used that Φt

(
∂Ωi(0)

)
= ∂Ωi(t) and Φt

(
Γ(0)

)
= Γ(t).

Lemma 4.6. If Assumption 2.1 holds then (Λ, ψ) is a compatible pair.

Proof. Let u ∈ Λ(0) then e∂Ωi(0)u ∈ H1/2(∂Ωi(0)). By Lemmas 4.4 and 4.5, one obtains that

ψte∂Ωi(0)u = e∂Ωi(t)ψtu ∈ H1/2(∂Ωi(t)).

From the definition of Λ(t) (cf. [11, Lemma 4.1]), there is a unique element v ∈ Λ(t) such that
e∂Ωi(t)v = e∂Ωi(t)ψtu, i.e., ψtu = v. Hence, ψt maps Λ(0) into Λ(t). By the definition of ∥·∥Λ(t)
together Lemmas 4.4 and 4.5, we have

∥ψtu∥Λ(t) =
∥∥e∂Ωi(t)ψtu

∥∥
H1/2(∂Ωi(t))

=
∥∥ψte∂Ωi(0)u

∥∥
H1/2(∂Ωi(t))

≤ C
∥∥e∂Ωi(0)u

∥∥
H1/2(∂Ωi(0))

= C ∥u∥Λ(0) .

The same line of reasoning can be made for ψ− and the measurability of t 7→ ∥ψtu∥Λ(t) follows just
as in Lemma 4.4. Hence, (Λ, ψ) is a compatible pair.
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To tie together the functions over M and S we consider the linear, bounded, and surjective trace
operator T∂Ωi(t) : H

1
(
Ωi(t)

)
→ H1/2

(
∂Ωi(t)

)
, see [24, Theorem 6.8.13], together with the space

Vi(t) = {u ∈ H1
(
Ωi(t)

)
: (T∂Ωi(t)u)

∣∣
∂Ωi(t)\Γ(t)

= 0}.

The spaces Vi(t) and H1
0

(
Ωi(t)

)
are both equipped with the norm ∥ · ∥H1(Ωi(t)) and are separable

Hilbert spaces. For future reference, we also introduce the trace operator on Vi(t) by

Ti,t : Vi(t) → Λ(t), u 7→ (T∂Ωi(t)u)
∣∣
Γ(t)

,

which is again linear, bounded, and surjective, see [11, Lemma 4.4].

Lemma 4.7. If Assumption 2.1 holds then

T∂Ωi(t)ϕtu = ψtT∂Ωi(0)u and Ti,tϕtv = ψtTi,0v

for all u ∈ H1
(
Ωi(0)

)
and v ∈ Vi(0).

Proof. For φ ∈ C∞(Ωi(0)), we have

T∂Ωi(t)(ϕtφ) = T∂Ωi(t)

(
φ ◦ Φ−t) = (φ ◦ Φ−t)|∂Ωi(t),

with the second equality because φ ◦ Φ−t ∈ C(Ωi(0)) due to (5). We also have

ψt(T∂Ωi(0)φ) = ψt(φ|∂Ωi(0)) = φ|∂Ωi(0) ◦ (Φ−t|∂Ωi(t)) = (φ ◦ Φ−t)|∂Ωi(t),

with the final equality because Φt maps ∂Ωi(0) to ∂Ωi(t).

For an arbitrary u ∈ H1
(
Ωi(0)

)
take a sequence {un} ⊂ C∞(∂Ωi(0)) converging to u. One then

has the equality
T∂Ωi(t)(ϕtun) = ψt(T∂Ωi(0)un).

The trace operators T∂Ωi(s) : H
1
(
Ωi(s)

)
→ H1/2

(
∂Ωi(s)

)
, s = 0, t, are continuous and, by Lem-

mas 4.2 and 4.4, the same holds for ϕt : H
1
(
Ωi(0)

)
→ H1

(
Ωi(t)

)
and ψt : H

1/2
(
∂Ωi(0)

)
→

H1/2
(
∂Ωi(t)

)
. Hence, we obtain that the lemma’s first equality holds in H1/2

(
∂Ωi(t)

)
. The second

equality follows by Lemma 4.6 and the same line of argumentation. The only difference is that the
restrictions are made to Γ instead of ∂Ωi, and {un} ⊂ {φ ∈ C∞(∂Ωi(0)) : φ|∂Ωi(0)\Γ(0) = 0}.

Lemma 4.8. If Assumption 2.1 holds then
(
H1

0 (Ω), ϕ
)
,
(
H1

0 (Ωi), ϕ
)
, and (Vi, ϕ) are all compatible

pairs.

Proof. We prove the Vi case as the others follow directly by combining Lemmas 4.2 and 4.7. For
u ∈ Vi(0) ⊂ H1

(
Ωi(0)

)
we have ϕtu ∈ H1

(
Ωi(t)

)
and (T∂Ωi(0)un)

∣∣
∂Ωi(0)\Γ(0)

= 0. As {φ ∈
C∞(∂Ωi(0)) : φ|∂Ωi(0)\Γ(0) = 0} is dense in Vi(0), we can choose a sequence {un} in this dense
subset such that it converges to u. Lemma 4.7 then implies that

(T∂Ωi(t)ϕtun
)∣∣

∂Ωi(t)\Γ(t)
= (ψtT∂Ωi(0)un)

∣∣
∂Ωi(t)\Γ(t)

= (un|∂Ωi(0)
) ◦ (Φ−t|∂Ωi(t)\Γ(t)) = un|∂Ωi(0)\Γ(0) = 0.

(12)

Here, the second-to-last equality follows asΦt maps ∂Ωi(0)\Γ(0) to ∂Ωi(t)\Γ(t). The map T∂Ωi(t)ϕt :
H1

(
Ωi(0)

)
→ H1/2

(
∂Ωi(t)

)
is continuous by Lemma 4.2, and taking the limit in (12) yields that

(T∂Ωi(t)ϕtu
)∣∣

∂Ωi(t)\Γ(t)
= 0 in L2

(
∂Ωi(t)\Γ(t)

)
. In conclusion, ϕ maps Vi(0) into Vi(t), and the

same reasoning can be made for ϕ−. The bounds and measurability stated in Definition 3.1 follow as
for H1

(
Ωi(t)

)
in Lemma 4.2. Thus, (Vi, ϕ) is a compatible pair.
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Due to the results derived in Sections 3 and 4, the maps (ϕ, ψ) are isomorphisms with equivalent
norms on all the Sobolev–Bochner spaces and their intersections appearing in the rest of the paper,
with the one exception of the space H1

0

(
R+;H

−1(Ωi(0))
)
.

5 Weak formulation and existence of solutions

We now address existence of weak solutions for (1). First, we set the stage. Let M once more play the
role of Ωi,Ω, where M(0) ⊂ Br and M(t) ⊂ BR. Furthermore, g will either denote f , the right-hand
side of (1), or its restriction fi to Ωi. Throughout this section X will denote H1

0 (Ω) or H1
0 (Ωi), and

U = H1
L2(M)(R+) ∩ L2

X(R+).

Definition 5.1. The weak form of (1) and its counterpart on Ωi (which all have homogeneous initial
conditions) can be formulated as finding u ∈ L2

X(R+) such that

a(u, v) = d(ϕ−u, ϕ−v) + c(u, v) = ⟨g, v⟩ for all v ∈ U, (13)

where

d(u, v) = −
∫
R+

∫
M(0)

u ∂tv |Jt| dx0dt, and c(u, v) =

∫
R+

∫
M(t)

α∇u · ∇v + βuv dxtdt.

The weak form can be derived as follows. First, note that we formally have the identity

d

dt
u
(
t,Φt(x)

)
= (∂tu+∇u ·w)

(
t,Φt(x)

)
⇔ d

dt
ϕ−tu = ϕ−tu̇ (14)

and Jacobi’s formula

d

dt
Jt(x) = ∇ ·w

(
t,Φt(x)

)
Jt(x) ⇔ d

dt
Jt = ϕ−t(∇ ·w)Jt. (15)

Observe that if Jacobi’s formula holds then it implies that d|Jt|/dt = ϕ−t(∇ · w)|Jt|. Consider
sufficiently regular functions u, v such that ϕ−t

(
u(t)v(t)

)
decays sufficiently rapidly as t tends to

infinity and v(t)|S(t) = 0. Integration by parts in time together with (14) and (15) then gives∫
R+

∫
M(t)

u̇v dxtdt =

∫
R+

∫
M(0)

ϕ−tu̇ ϕ−tv|Jt| dx0dt

=

∫
R+

∫
M(0)

d

dt
(ϕ−tu)ϕ−tv|Jt| dx0dt

= −
∫
R+

∫
M(0)

ϕ−tu
d

dt
(ϕ−tv|Jt|) dx0dt

+ lim
τ→∞

∫
M(0)

ϕ−(uv)|t=τ |Jτ | dx0 −
∫
M(0)

(uv)|t=0 |J0| dx0

= −
∫
R+

∫
M(0)

ϕ−tu
( d
dt
(ϕ−tv)|Jt|+ ϕ−t(∇ ·w)|Jt|

)
dx0dt

−
∫
M(0)

(uv)|t=0 dx0

= −
∫
R+

∫
M(0)

ϕ−tu
d

dt
(ϕ−tv)|Jt| dx0dt−

∫
R+

∫
M(t)

(∇ ·w)uv dxtdt

−
∫
M(0)

(uv)|t=0 dx0.
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The above equality and integration by parts in space yields∫
R+

∫
M(t)

(
u̇−∇ · (α∇u) + (∇ ·w + β)u

)
v dxtdt

= −
∫
R+

∫
M(0)

ϕ−tu
d

dt
(ϕ−tv)|Jt| dx0dt−

∫
R+

∫
M(t)

(∇ ·w)uv dxtdt

−
∫
M(0)

(uv)|t=0 dx0

+

∫
R+

∫
M(t)

α∇u · ∇v + (∇ ·w + β)uv dxtdt−
∫
R+

∫
∂M(t)

α∇u · n v dstdt

= −
∫
R+

∫
M(0)

ϕ−tu
d

dt
(ϕ−tv)|Jt| dx0dt+

∫
R+

∫
M(t)

α∇u · ∇v + βuv dxtdt

−
∫
M(0)

(uv)|t=0 dx0, (16)

which justifies the definition.

Now, in order to have a well defined weak problem, we assume the following.

Assumption 5.2. The problem data (α, β,w, f) in (1) fulfills the properties

(i) α, β ∈ L∞(
R+;L

∞(BR)
)
, and w ∈ L∞(

R+;W
1,∞(BR,Rn)

)
;

(ii) α(t, x) ≥ c > 0 a.e. (t, x) ∈ R+ ×BR;

(iii) there exists a constant c > 0 such that

1/2∇ ·w(t, x) + β(t, x) ≥ c,

for a.e. (t, x) ∈ R+ ×BR;

(iv) f ∈ L2
H−1(Ω)(R+) and there exist fi ∈ L2

V ∗
i
(R+), i = 1, 2 such that

⟨f, v⟩ =
〈
f1, ϕ

(
(ϕ−v)|R+×Ω1(0)

)〉
+
〈
f2, ϕ

(
(ϕ−v)|R+×Ω2(0)

)〉
for all v ∈ L2

H1
0 (Ω)

(R+).

Note that if Assumptions 2.1 and 5.2 hold then the right-hand side of (15) is an element inL∞(
R+;L

∞(Br)
)
,

i.e., J, |J |, 1/|J | ∈ W 1,∞(
R+;L

∞(Br)
)
. To avoid a few technicalities we also assume the following.

Assumption 5.3. The map |J | is an element in L∞(
R+;W

1,∞(Br)
)
.

This assumption also yields that 1/|J | ∈ L∞(
R+;W

1,∞(Br)
)
. Next, we introduce

D =
{
u ∈ L2

L2(M)(R+) : ϕ−u = v|R+×M(0) with v ∈ C∞
0

(
R×Br

)}
and

D0 =
{
u ∈ L2

L2(M)(R+) : ϕ−u = v|R+×M(0) with v ∈ C∞
0

(
R×M(0)

)}
.

(17)

Lemma 5.4. If Assumption 2.1 holds, then D and D0 are dense in H1
L2(M)(R+) and L2

X(R+),
respectively.
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Proof. By Assumption 2.1, we have that ϕ : H1
(
R+;L

2(M(0))
)
→ H1

L2(M)(R+) is an isomor-
phism with an equivalence of norms, and it is therefore sufficient to prove that ϕ−(D) is dense in
H1

(
R+;L

2(M(0))
)
. To this end, observe that C∞

1 =
{
u : ϕ−u = v|R+

with v ∈ C∞
0

(
R
)}

is

dense in H1(R+) and C∞
2 = C∞

0

(
M(0)

)
is dense in L2

(
M(0)

)
. We then have that the algebraic

tensor space C∞
1 ⊗ C∞

2 ⊂ ϕ−(D) is dense in the completion of H1(R+) ⊗ L2
(
M(0)

)
. The lat-

ter space is isomorphic with an equivalence of norms to H1
(
R+;L

2(M(0))
)
, see [12, Section 4]

for details. Hence, D is dense in H1
L2(M)(R+). The density of D0 in L2

X(R+) follows by the same
argument.

Lemma 5.5. If Assumptions 2.1 and 5.2 hold then

d(ϕ−u, ϕ−u) ≥
∫
R+

∫
M(t)

(1/2∇ ·w)u2 dxtdt for all u ∈ H1
L2(M)(R+).

Proof. For an arbitrary v ∈ ϕ−(D) we have

d(v, v) = −
∫
R+

∫
M(0)

v ∂tv |Jt| dx0dt

=

∫
R+

∫
M(0)

∂t(v|Jt|) v dx0 dt− lim
T→∞

∫
M(0)

ϕ−Tv
2|JT | dx0 +

∫
M(0)

v2 dx0

=

∫
R+

∫
M(0)

v ∂tv |Jt| dx0 dt+
∫
R+

∫
M(0)

v2ϕ−t(∇ ·w)|Jt|dx0dt+
∫
M(0)

v2 dx0

≥ −d(v, v) +
∫
R+

∫
M(0)

ϕ−t(∇ ·w)v2|Jt| dx0dt.

Here, the limit term is zero as v has a compact support in time. With u = ϕv ∈ D the above inequality
is equivalent to

d(ϕ−u, ϕ−u) ≥
∫
R+

∫
M(t)

(1/2∇ ·w)u2 dxtdt.

The bound is also valid for all u ∈ H1
L2(M)(R+), as the bilinear form d(ϕ−t

(
·), ϕ−t(·)

)
: H1

L2(M)(R+)×
H1

L2(M)(R+) → R is continuous and D is dense in H1
L2(M)(R+) by Lemma 5.4.

Before we proceed, we introduce the trace operators on the space-time cylinder R+ ×M(0). By
considering tensor operators, compare [12, Section 4], we can extend the spatial trace operators on
M(0) (see Section 4) to

T∂M(0) : L
2
(
R+;H

1(M(0))
)
→ L2

(
R+;H

1/2(∂M(0))
)
,

Ti,0 : L
2
(
R+;Vi(0)

)
→ L2

(
R+; Λ(0)

)
,

(18)

which once more are linear, bounded, and surjective. Furthermore, we have the equality

Ti,0v = (T∂Ωi(0)v)
∣∣
R+×Γ(0)

for all v ∈ L2
(
R+;Vi(0)

)
and, by [12, Lemma 4.2], the identifications

L2
(
R+;X(0)

)
=

{
v ∈ L2

(
R+;H

1(M(0))
)
: T∂M(0)v = 0

}
and

L2
(
R+;Vi(0)

)
=

{
v ∈ L2

(
R+;H

1(Ωi(0))
)
: (T∂Ωi(0)v)

∣∣
R+×(∂Ωi(0)\Γ(0))

= 0
}
.

(19)
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Lemma 5.6. If Assumptions 2.1, 5.2, and 5.3 hold and v ∈ ϕ−(U) then |J |v and 1/|J |v are also
elements in ϕ−(U).

Proof. If v ∈ ϕ−(U) then, by Assumption 5.3 and the chain rule, one trivially obtains that |J |v is an
element in H1

(
R+;L

2(M(0))
)
∩ L2

(
R+;H

1(M(0))
)

and that the map v 7→ |J |v is continuous
in L2

(
R+;H

1(M(0))
)
. It remains to verify that |J |v ∈ L2

(
R+;X(0)

)
. As D0 ⊂ U is dense in

L2
X(R+) and |J | ∈ C(R+ × Rn,R), we can choose a sequence {vn} ⊂ ϕ−(D0) that converges to

v in L2
(
R+;X(0)

)
and obtain that

T∂M(0)(|J |v) = lim
n→∞

T∂M(0)(|J |vn) = lim
n→∞

(|J |vn)|R+×∂M(0) = 0.

Hence, |J |v is also an element in L2
(
R+;X(0)

)
, i.e., |J |v ∈ ϕ−(U). The very same argumentation

also holds for 1/|J |v.

We can now prove the existence of a solution to (13) with homogeneous Dirichlet boundary conditions.
The proof closely follows [7, Lemma 2.3] and is based on Lions’ projection lemma, see [25] or [13,
Lemma 2.4] for an English proof.

Theorem 5.7. If Assumptions 2.1, 5.2, and 5.3 hold, then for every g ∈ L2
X∗(R+) there exists a

solution u ∈ L2
X(R+) to (13) such that ϕ−u ∈ H1

0 (R+;X(0)∗) and

(
∥u∥2L2

X(R+) + ∥∂t(ϕ−u)∥2L2(R+;X(0)∗)

)1/2 ≤ C∥g∥L2
X∗ (R+). (20)

Proof. Consider the bilinear form a : L2
X(R+)×U → R and observe that u 7→ a(u, v) is continuous

on L2
X(R+) for every fixed v ∈ U . For u ∈ U we have, by Assumption 5.2 and Lemma 5.5, that

a(u, u) ≥
∫
R+

∫
M(t)

α|∇u|2 + (1/2∇ ·w + β)u2 dxtdt ≥ c∥u∥2L2
H1(M)

(R+).

Furthermore, D0 ⊂ U is dense in L2
X(R+) via Lemma 5.4. These properties of a yield that the

hypothesis of Lions’ projection lemma is fulfilled, i.e., there exists a solution u ∈ L2
X(R+) to (13) such

that

∥u∥L2
X(R+) ≤ C∥g∥L2

X∗ (R+). (21)

Here, we have used that L2
X(R+)

∗ ∼= L2
X∗(R+), see Section 3.

It remains to show that we have the higher regularity ϕ−u ∈ H1
0 (R+;X(0)∗). To this end, let

φ ∈ C∞
0 (R+) andw ∈ X(0). With v = wφ we have that ϕv and |J−|ϕv = ϕ(1/|J |v) are elements
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in U , the latter by Lemma 5.6. Furthermore,

−
∫
R+

(∫
M(0)

ϕ−tu(t)w dx0

)
φ′(t) dt

= −
∫
R+

∫
M(0)

ϕ−tu
(
∂t(1/|Jt|v)− ∂t(1/|Jt|)v

)
|Jt| dx0dt

= d
(
ϕ−u, ϕ−(|J−|ϕv)

)
+

∫
R+

∫
M(0)

∂t(1/|Jt|) |Jt|ϕ−tu v dx0dt

= ⟨g, |J−|ϕv⟩L2
X∗ (R+)×L2

X(R+) − c(u, |J−|ϕv) +
∫
R+

∫
M(0)

∂t(1/|Jt|) |Jt|ϕ−tu v dx0dt

=

∫
R+

(
⟨g(t), ϕt(1/|Jt|w)⟩X(t)∗×X(t)

−
∫
M(t)

α∇u · ∇ϕt(1/|Jt|w) + βuϕt(1/|Jt|w) dxt (22)

+

∫
M(0)

∂t(1/|Jt|) |Jt|ϕ−tuw dx0

)
φ(t)dt

=

∫
R+

⟨p(t), w⟩X(0)∗×X(0) φ(t) dt,

where p ∈ L2
(
R+;X(0)∗

)
and

∥p∥L2(R+;X(0)∗) ≤ C∥1/J∥L∞(R+;W 1,∞(Br))∥g∥L2
X∗ (R+)

+ C∥1/J∥L∞(R+;W 1,∞(Br))∥u∥L2
X(R+)

+ C∥1/J∥W 1,∞(R+;L∞(Br))∥J∥L∞(R+;L∞(Br))∥u∥L2
L2(M)

(R+) (23)

≤ C∥g∥L2
X∗ (R+).

The last bound follows by (21). Hence, ∂tϕ−u ∈ L2
(
R+;X(0)∗

)
, i.e., ϕ−u ∈ H1(R+;X(0)∗),

and (20) follows by the bounds above. As

L2
(
R+;X(0))

)
∩H1(R+;X(0)∗) ↪→ C

(
R0

+;L
2(M(0))

)
we have that (ϕ−u)|t=0 ∈ L2

(
M(0)

)
. Combining (13) and (16) yields (ϕ−u)|t=0 = 0, and thus

ϕ−u ∈ H1
0 (R+;X(0)∗), compare with [7, Equation 2.2] and the proof of [7, Lemma 2.3].

6 Temporal H1/2-setting for evolving domains

In the rest of the paper we will make use of the Sobolev–Bochner spaces stated in Table 1. Here,

Hs(I) = {u ∈ L2(I) : ∥u∥Hs(I) <∞} with ∥u∥2Hs(I) = |u|2Hs(I) + ∥u∥2L2(I)

and |u|2Hs(I) =

∫
I

∫
I

|u(τ)− u(t)|2

|τ − t|1+2s
dτ dt,

for s = 1/2 or s = 1/4 and on the time intervals I = R+ or I = R. Furthermore, H1/2
(0,.)(R+) is the

temporal Lions–Magenes space, i.e.,

H
1/2
(0,.)(R+) = {u ∈ L2(R+) : eRu ∈ H1/2(R)} with ∥u∥

H
1/2
(0,.)

(R+)
= ∥eRu∥H1/2(R),
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Transmission problems and domain decompositions for parabolic equations on evolving domains 19

Qi = H1
0

(
R+;H

−1(Ωi(0))
)
∩ L2

(
R+;Vi(0)

)
Ui = H1

L2(Ωi)
(R+) ∩ L2

Vi
(R+) U0

i = H1
L2(Ωi)

(R+) ∩ L2
H1

0 (Ωi)
(R+)

W = H
1/2

(0,·)L2(Ω)(R+) ∩ L2
H1

0 (Ω)
(R+) W̃ = H

1/2

L2(Ω)(R+) ∩ L2
H1

0 (Ω)
(R+)

Wi = H
1/2

(0,·)L2(Ωi)
(R+) ∩ L2

Vi
(R+) W̃i = H

1/2

L2(Ωi)
(R+) ∩ L2

Vi
(R+)

W 0
i = H

1/2

(0,·)L2(Ωi)
(R+) ∩ L2

H1
0 (Ωi)

(R+) W̃ 0
i = H

1/2

L2(Ωi)
(R+) ∩ L2

H1
0 (Ωi)

(R+)

Z = H
1/4

L2(Γ)(R+) ∩ L2
Λ(R+)

Table 1: Sobolev–Bochner spaces used in Sections 6 to 8.

where eR denotes the extension by zero from R+ to R. We will also use the notation

ai(u, v) = di(ϕ−u, ϕ−v) + ci(u, v), where

di(u, v) = −
∫
R+

∫
Ωi(0)

u ∂tv |Jt| dx0dt and ci(u, v) =

∫
R+

∫
Ωi(t)

α∇u · ∇v + βuv dxtdt.

We denote the corresponding bilinear forms on the whole domain Ω by a, d, c.

As already stated in the introduction, analyzing the equivalence between the weak form of the original
parabolic equation (13) and the transmission problem (2) is difficult in the space of solutions with
temporal regularity of the form ϕ−u ∈ H1

0

(
R+;H

−1(Ωi(0))
)
, compare with the weak solution

in Theorem 5.7. Instead we observe that the abstract interpolation result [7, Equation 2.24] together
with the identification [H1(Ωi(0)), H

−1(Ωi(0))]1/2 ∼= L2(Ωi(0)), compare with [26, Lemma 12.1],
gives [

H1
0

(
R+;H

−1(Ωi(0))
)
, L2

(
R+;H

1(Ωi(0))
)]

1
2

∼= H
1/2
(0,·)

(
R+;L

2(Ωi(0))
)
.

Hence, Qi is embedded into H1/2
(0,·)

(
R+;L

2(Ωi(0))
)
, and we obtain

Qi ↪→ ϕ−(Wi). (24)

The embedding H1
0

(
R+;H

−1(Ωi(0))
)
∩ L2

(
R+;H

1
0 (Ωi(0))

)
↪→ ϕ−(W

0
i ) also holds true, see [7,

Equation 2.25]. One possibility is therefore to consider the solution space, or trial space, Wi together
with the test space W̃i.

In preparation for the analysis of the transmission problem, we prove the existence of a unique
solution u ∈ Wi to to the parabolic equation on Ωi with inhomogeneous Dirichlet boundary conditions.
To this end, observe that the trace operators (18) can be restricted as

T∂Ωi(0) : H
1/2
(0,·)

(
R+;L

2(Ωi(0))
)
∩ L2

(
R+;H

1(Ωi(0))
)
→

H1/4
(
R+;L

2(∂Ωi(0))
)
∩ L2

(
R+;H

1/2(∂Ωi(0))
)

and

Ti,0 : ϕ−(Wi) → ψ−(Z),

where the new operators are all linear, bounded, and surjective, see [7, Lemma 2.4] and [12, Lemma 4.4].
We also recapitulate the existence result for the heat equation on Ωi(0) with inhomogeneous boundary
conditions, see [7, Corollary 2.11].
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Lemma 6.1. If Assumption 2.1 hold then for every η ∈ ψ−(Z) there exists a unique solution u ∈ Qi

to the heat equation

ℓ(u, v) =

∫
R+

∫
Ωi(0)

−u∂tv +∇u · ∇v dx0dt = 0 for all v ∈ ϕ−(U
0
i ), (25)

such that Ti,0u = η.

Note that Lemma 6.1 implies that the restricted operator Ti,0|L is bijective, where

L = {u ∈ Qi : l(u, v) = 0 for all v ∈ ϕ−(U
0
i )}

is a closed subset of ϕ−(Wi). The open mapping theorem then yields that the solution operator

Ri,0 = (Ti,0|L)
−1 : ψ−(Z) → Qi, η 7→ u

to (25) is a linear and bounded map. Furthermore, Ri,0 is also a right-inverse to Ti,0 : ϕ−(Wi) →
ψ−(Z). Next, we introduce the trace operator from the evolving domain Ωi to the evolving interface Γ
by

Ti = ψ Ti,0 ϕ− : Wi → Z,

which again becomes linear, bounded, and surjective. This trace operator has a bounded right-inverse
given by

Ri = ϕRi,0 ψ− : Z → Wi.

Lemma 6.2. If Assumptions 2.1, 5.2, and 5.3 hold, then for every η ∈ Z and g ∈ L2
V ∗
i
(R+) there

exists a solution u ∈ Wi to
ai(u, v) = ⟨g, v⟩ for all v ∈ U0

i , (26)

such that Tiu = η, ϕ−u ∈ H1
0

(
R+;H

−1(Ωi(0))
)
, and

∥u∥Wi
≤ C(∥g∥L2

H−1(Ωi)
(R+) + ∥η∥Z). (27)

Proof. Let η be an arbitrary, but fixed, element in Z. First we prove that ai(uη, ·) can be extended
to an element in L2

H−1(Ωi)
(R+), where uη = Riη ∈ Wi. To this end, consider v ∈ ϕ−(U

0
i ). As

|Jt|v ∈ ϕ−(U
0
i ) by Lemma 5.6 and ϕ−uη solves (25), we have

di(ϕ−uη, v) = −
∫
R+

∫
Ωi(0)

ϕ−tuη ∂tv |Jt| dx0dt

= −
∫
R+

∫
Ωi(0)

ϕ−tuη
(
∂t(|Jt|v)− ∂t(|Jt|)v

)
dx0dt

=

∫
R+

∫
Ωi(0)

−∇(ϕ−tuη) · ∇(|Jt|v) + ∂t(|Jt|)ϕ−tuηv
)
dx0dt.

The assumptions on J together with the bound ∥uη∥L2
H1(Ωi)

(R+) ≤ ∥Riη∥Wi
≤ C∥η∥Z yield that

|ai(uη, v)| ≤ |di(ϕ−uη, ϕ−v)|+ |ci(uη, v)|
≤ ∥J∥L∞(R+;W 1,∞(Br))∥uη∥L2

H1(Ωi)
(R+)∥v∥L2

H1(Ωi)
(R+)

+ ∥J∥W 1,∞(R+;L∞(Br))∥uη∥L2
L2(Ωi)

(R+)∥v∥L2
L2(Ωi)

(R+)

+ C∥uη∥L2
H1(Ωi)

(R+)∥v∥L2
H1(Ωi)

(R+)

≤ C∥η∥Z∥v∥L2
H1(Ωi)

(R+)
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for every v ∈ U0
i . As D0 ⊂ U0

i is dense in L2
H1

0 (Ωi)
(R+), by Lemma 5.4, the above bound implies that

ai(uη, ·) can be extended to a L2
H−1(Ωi)

(R+)-functional.

Secondly, we construct a solution to (26) with the inhomogeneous boundary data η. By Theorem 5.7
there exists a solution u0 ∈ W 0

i to the equation

ai(u0, v) = ⟨g, v⟩ − ai(uη, v) for all v ∈ U0
i

such that ϕ−u0 ∈ H1
0

(
R+;H

−1(Ωi(0))
)

and

∥u0∥Wi
≤ C

(
∥ϕ−u0∥2L2(R+;H1(Ωi(0))

+ ∥∂t(ϕ−u0)∥2L2(R+;H−1(Ωi(0)))

)1/2
≤ C(∥g∥L2

H−1(Ωi)
(R+) + ∥ai(uη, ·)∥L2

H−1(Ωi)
(R+))

≤ C(∥g∥L2
H−1(Ωi)

(R+) + ∥η∥Z).

Hence, u = u0 + uη ∈ Wi solves (26) with Tiu = 0 + η,

ϕ−u = ϕ−u0 +Ri,0 ψ−η ∈ H1
0

(
R+;H

−1(Ωi(0))
)
, and

∥u∥Wi
≤ ∥u0∥Wi

+ ∥Riη∥Wi
≤ C(∥g∥L2

H−1(Ωi)
(R+) + ∥η∥Z) + C∥η∥Z ,

which concludes the proof.

Introduce the space

D̃0 =
{
u ∈ L2

L2(Ωi)
(R+) : ϕ−u ∈ C∞

0

(
R+ ×Br

)}
.

Lemma 6.3. If Assumption 2.1 holds, then D̃0 is dense in both H1/2

L2(Ωi)
(R+) and H1/2

(0,·)L2(Ωi)
(R+).

Proof. By [26, Theorem 11.1], one has that C∞
0 (R+) is dense in both L2(R+) and H1/2(R+). Then

the interpolation
H

1/2
(0,·)(R+) ∼= [H1

0 (R+), L
2(R+)] 1

2
;

see [26, Theorem 11.7, Remark 2.6], implies that H1
0 (R+) is dense in H1/2

(0,·)(R+). By definition of

H1
0 (R+) and [26, Proposition 2.3], one obtains that C∞

0 (R+) is also dense in H1/2
(0,·)(R+). The density

of D̃0 in H1/2

L2(Ωi)
(R+) and H1/2

(0,·)L2(Ωi)
(R+) then both follow by the very same tensor argument as

in Lemma 5.4.

Lemma 6.4. If Assumptions 2.1, 5.2, and 5.3 hold, then the map v 7→ |J |v is continuous on

H
1/2
(0,·)

(
R+;L

2(Ωi(0))
)
.

Proof. Under the assumptions it is clear that |J |v ∈ L2
(
R+;L

2(Ωi(0))
)

for every v ∈ H
1/2
(0,·)

(
R+;L

2(Ωi(0))
)
,

and
∥|J |v∥2

H
1/2
(0,·)(R+;L2(Ωi(0)))

= ∥eR(|J |v)∥2H1/2(R;L2(Ωi(0)))

=

∫
R+

∫
R+

∥|Jτ |v(τ)− |Jt|v(t)∥2L2(Ωi(0))

(τ − t)2
dτdt

+ 2

∫
R+

∥|Jt|v(t)∥2L2(Ωi(0))

t
dt+ ∥|J |v∥2L2(R+;L2(Ωi(0)))

= K1 +K2 +K3.
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The integralsK2, K3 are trivially bounded by ∥v∥
H

1/2
(0,·)(R+;L2(Ωi(0)))

as |J | is an element inL∞(
R+;L

∞(Ωi(0))
)
.

Next, denote the integrand of K1 by p(τ, t). Then, as p(τ, t) = p(t, τ), one has the equality

K1 = 2

∫
R+

∫ t

0

p(τ, t) dτdt = 2

(∫ ∞

1

∫ t−1

0

+

∫ ∞

1

∫ t

t−1

+

∫ 1

0

∫ t

0

)
p(τ, t) dτdt

= I1 + I2 + I3.

On I1’s domain of integration one has that (τ − t)−2 ≤ 1, i.e.,

I1 ≤ C∥J∥2L∞(R+;L∞(Ωi(0)))
∥v∥2L2(R+;L2(Ωi(0)))

.

The assumption |J | ∈ W 1,∞(
R+;L

∞(Ωi(0))
)

implies that

∥|Jτ |v(τ)− |Jt|v(t)∥L2(Ωi(0)) = ∥(|Jτ | − |Jt|)v(t)− |Jτ |(v(τ)− v(t))∥L2(Ωi(0))

≤ ∥J∥W 1,∞(R+;L∞(Ωi(0)))(τ − t)∥v(t)∥L2(Ωi(0))

+ ∥J∥L∞(R+;L∞(Ωi(0)))∥v(τ)− v(t)∥L2(Ωi(0)).

for a.e. τ, t ∈ R+. Employing the above bound to the integrand p yields

I2 ≤ C∥J∥2W 1,∞(R+;L∞(Ωi(0)))

∫ ∞

1

(∫ t

t−1

1 dτ

)
∥v(t)∥2L2(Ωi(0))

dt

+ C∥J∥2L∞(R+;L∞(Ωi(0)))

∫ ∞

1

∫ t

t−1

∥v(τ)− v(t)∥2L2(Ωi(0))

(τ − t)2
dτdt

≤ C∥v∥2H1/2(R+;L2(Ωi(0)))
.

The final integral I3 can be bounded in the same fashion as I2.

Lemma 6.5. If Assumptions 2.1, 5.2, and 5.3 hold, then the bilinear form

di
(
ϕ−(·), ϕ−(·)

)
: H

1/2

(0,·)L2(Ωi)
(R+)×H1

L2(Ωi)
(R+) → R

can be continuously extended to H1/2

(0,·)L2(Ωi)
(R+)×H

1/2

L2(Ωi)
(R+), and the extension satisfies

di(ϕ−u, ϕ−u) ≥
∫
R+

∫
Ωi(t)

(1/2∇ ·w)u2 dxtdt (28)

for all u ∈ H
1/2

(0,·)L2(Ωi)
(R+).

Proof. First observe the characterizations (cf. [10, Section 2])

H1/2
(
R+;L

2(Ωi(0))
)
= {u ∈ L2(R+;L

2(Ωi(0))) : eevenu ∈ H1/2
(
R;L2(Ωi(0))

)
},

H
1/2
(0,·)

(
R+;L

2(Ωi(0))
)
= {u ∈ L2(R+;L

2(Ωi(0))) : eRu ∈ H1/2
(
R;L2(Ωi(0))

)
},

together with the equivalent norms

∥u∥H1/2(R+;L2(Ωi(0))) = ∥eevenu∥H1/2(R;L2(Ωi(0)),

∥u∥
H

1/2
(0,·)(R+;L2(Ωi(0)))

= ∥eRu∥H1/2(R;L2(Ωi(0))).
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Here, the operators eeven, eR : L2
(
R+;L

2(Ωi(0))
)
→ L2

(
R;L2(Ωi(0))

)
denote the even extension

and the extension by zero, respectively, in the temporal direction.

The bilinear form di(·, ·) : H1/2
(0,·)

(
R+;L

2(Ωi(0))
)
× ϕ−(D̃0) → R then satisfies the bound

|di(u, v)| =
∣∣∣∣∫

R+

∫
Ωi(0)

u∂tv|Jt| dx0dt
∣∣∣∣ = ∣∣∣∣∫

R

∫
Ωi(0)

eR(|Jt|u)∂t(eevenv) dx0dt

∣∣∣∣
≤ C∥eR(|Jt|u)∥H1/2(R,L2(Ωi(0)))∥eevenv∥H1/2(R,L2(Ωi(0)))

≤ C∥u∥
H

1/2
(0,·)(R+;L2(Ωi(0)))

∥v∥H1/2(R+;L2(Ωi(0))),

(29)

where the first inequality follows as in [12, Section 5] and the second one holds due to Lemma 6.4.

By Lemma 6.3, the set ϕ−(D̃0) is dense in H1/2
(
R+;L

2(Ωi(0))
)
. Hence, (29) yields that di can be

continuously extended to H1/2
(0,·)

(
R+;L

2(Ωi(0))
)
×H1/2

(
R+;L

2(Ωi(0))
)
, and

di
(
ϕ−(·), ϕ−(·)

)
: H

1/2

(0,·)L2(Ωi)
(R+)×H

1/2

L2(Ωi)
(R+) → R

is then also a well defined, bounded bilinear form.

Finally, applying Lemma 5.5 to an element u ∈ D̃0 ⊂ H1
L2(Ωi)

(R+) and observing that D̃0 is dense

in H1/2

(0,·)L2(Ωi)
(R+), see Lemma 6.3, yields the lower bound (28).

Lemma 6.6. If Assumption 2.1 holds, then Ui and U0
i are dense in W̃i and W̃ 0

i , respectively.

Proof. We first consider the density of Ui. Introduce the mollifier φ ∈ C∞
0 (R) with the property∫

R φ(t)dt = 1 and let φε(t) = ε−1φ(ε−1t) for ε > 0. For every

v ∈ H1/2
(
R;L2(Ωi(0))

)
∩ L2

(
R;Vi(0)

)
the convolution vε = φε ∗v is an element in L2

(
R;Vi(0)

)
and {vε} converges to v in the same space

as ε tends to 0+, see, e.g., [20, Lemma 1.2.30 and Proposition 1.2.32].

Recall the vector-valued Fourier transform F on L2
(
R;L2(Ωi(0))

)
C, see [20, Sections 2.4]. The

Fourier characterizations of convolutions and derivatives then imply that F(vε) = F(φε)F(v) and
∂tvε = (∂tφε) ∗ v. The latter implies that

vε ∈ H1
(
R;L2(Ωi(0))

)
∩ L2

(
R;Vi(0)

)
for all ϵ > 0. Furthermore, the Fourier characterization of H1/2(R), see [33, Lemma 16.3], yields that

v 7→
(
∥
√

i(·)Fv∥2L2(R;L2(Ωi(0)))C
+ ∥v∥2L2(R;L2(Ωi(0)))

)1/2
is an equivalent norm on H1/2

(
R;L2(Ωi(0))

)
. Due to the temporal H1/2-regularity of v, one has that

w = F−1
√

i(·)Fv ∈ L2
(
R;L2(Ωi(0))

)
and

∥v − vε∥2H1/2(R;L2(Ωi(0)))
≤ C∥(1−Fφε)

√
i(·)Fv∥2L2(R;L2(Ωi(0)))C

+ ∥v − vε∥2L2(R;L2(Ωi(0)))

≤ C∥w − φε ∗ w∥2L2(R;L2(Ωi(0)))
+ ∥v − vε∥2L2(R;L2(Ωi(0)))

.

The above bound together with [20, Proposition 1.2.32] implies that vε also converges to v inH1/2
(
R;L2(Ωi(0))

)
.
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Next, let u ∈ ϕ−(W̃i) and observe that the even extension in time

eeven : ϕ−(W̃i) → H1/2
(
R;L2(Ωi(0))

)
∩ L2

(
R;Vi(0)

)
is a well defined map. Furthermore, the restriction rR+v = v|R+×Ωi(0)

is a bounded left-inverse to
eeven. Set uε = rR+(φε ∗ eevenu) ∈ ϕ−(Ui). The previous argumentation on R then gives us the limit

∥u− uε∥ϕ−(W̃i)
= ∥rR+(eevenu− φε ∗ eevenu)∥ϕ−(W̃i)

≤ C∥eevenu− φε ∗ eevenu∥H1/2(R;L2(Ωi(0)))∩L2(R;Vi(0)) → 0

as ε tends to 0+. Hence, ϕ−(Ui) is dense in ϕ−(W̃i). The proof for Ui is then completed by recalling
that ϕ : H1/2

(
R;L2(Ωi(0))

)
∩ L2

(
R;Vi(0)

)
→ W̃i is isomorphic with an equivalence of norms.

The same argument holds for U0
i simply by replacing Vi with H1

0 (Ωi).

Corollary 6.7. If Assumptions 2.1, 5.2, and 5.3 hold, then the bilinear form
ai : Wi × Ui → R can be continuously extended to Wi × W̃i, and the extension satisfies

ai(u, u) ≥ c∥u∥2L2
H1(Ωi)

(R+) for all u ∈ Wi. (30)

Proof. By Lemma 6.5 one has the bound

|ai(u, v)| ≤ |di
(
ϕ−u, ϕ−v

)
|+ |ci(u, v)|

≤ C
(
∥u∥

H
1/2

(0,·)L2(Ωi)
(R+)

∥u∥
H

1/2

L2(Ωi)
(R+)

+ ∥u∥L2
H1(Ωi)

(R+)∥v∥L2
H1(Ωi)

(R+)

)
≤ C∥u∥Wi

∥v∥W̃i

for all u ∈ Wi and v ∈ Ui. As Ui is dense in W̃i, via Lemma 6.6, the above bound implies that ai can
be continuously extended to Wi × W̃i. The lower bound (30) follows directly by combining (28) with
Assumption 5.2.

This temporal H1/2-framework now gives a unique solution to the weak parabolic equation on Ωi with
inhomogeneous boundary conditions.

Corollary 6.8. If Assumptions 2.1, 5.2, and 5.3 hold, then for every η ∈ Z and g ∈ L2
V ∗
i
(R+) there

exists a unique solution u ∈ Wi to the equation

ai(u, v) = ⟨g, v⟩ for all v ∈ W̃ 0
i (31)

such that Tiu = η, ϕ−u ∈ H1
0

(
R+;H

−1(Ωi(0))
)
, and u satisfies the bound (27).

Proof. According to Lemma 6.2, there exists a solution u ∈ Wi to (26), with the desired properties.
The density of U0

i in W̃ 0
i together with the extension of ai, see Lemma 6.6 and Corollary 6.7, then

implies that u is also a solution to (31). The uniqueness of the solution follows directly by (30).

The same H1/2-extension that has lead up to Corollaries 6.7 and 6.8 trivially gives that the weak
problem on Ω with homogeneous boundary conditions, i.e.,

a(u, v) = ⟨f, v⟩ for all v ∈ W̃ , (32)

has a unique solution u ∈ W with ϕ−u ∈ H1
0

(
R+;H

−1(Ω(0))
)
.
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Letting g = 0 in Corollary 6.8 yields the bounded linear solution operators

Fi : Z → Wi, η 7→ u (33)

such that TiFiη = η, ϕ−Fiη ∈ Qi and u = Fiη solves (31) with g = 0.

Moreover, setting η = 0 yields the bounded linear solution operators

Gi : L
2
H−1(Ωi)

(R+) → W 0
i , g 7→ u

such that u = Gig solves (31). Here we use the fact that every g ∈ L2
H−1(Ωi)

(R+) can be interpreted

as an element in L2
V ∗
i
(R+) by restricting g to L2

Vi
(R+). (This restriction is not an injective map.)

7 Transmission problems on evolving domains

In this section we analyze the transmission problem on the evolving domain decomposition (2). The
weak formulation of (2) is to find (u1, u2) ∈ W1 ×W2 such that

ai(ui, vi) = ⟨fi, vi⟩ for all vi ∈ W̃ 0
i , i = 1, 2,

T1u1 = T2u2,∑2
i=1 ai(ui, Fiµ)− ⟨fi, Fiµ⟩ = 0 for all µ ∈ Z.

(34)

We introduce the spatial restriction operators

qi,0 : u 7→ u|R+×Ωi(0)
and qi = ϕqi,0ϕ−,

where the maps qi : W → Wi and qi : W̃ → W̃i both become well defined and continuous. With the
derived setting we are now able to “cut” and “glue together” functions without losing spatial or temporal
regularity.

Lemma 7.1. Suppose that Assumption 2.1 holds. If u ∈ W , then

(u1, u2) = (q1u, q2u) ∈ W1 ×W2

and T1u1 = T2u2. Conversely, if (u1, u2) ∈ W1 ×W2 and T1u1 = T2u2, then u = ϕv with

v = {ϕ−u1 on R+ × Ω1(0), ϕ−u2 on R+ × Ω2(0)}

satisfies u ∈ W . Moreover, the same holds for u ∈ W̃ and (u1, u2) ∈ W̃1 × W̃2.

Proof. First, suppose that u ∈ W . Then, as ϕ− is an isomorphism on intersection spaces, we have

ϕ−u ∈ H
1/2
(0,·)

(
R+;L

2(Ω(0))
)
∩ L2

(
R+;H

1
0 (Ω(0))

)
.

It follows from [10, Lemma 5] that

qi,0(ϕ−u) ∈ H
1/2
(0,·)(R+;L

2(Ωi(0))) ∩ L2
(
R+;Vi(0)

)
and T1,0 (ϕ−u)|R+×Ω1(0)

= T2,0 (ϕ−u)|R+×Ω2(0)
. Applying the isomorphism ϕ yields that ui = qiu ∈

Wi and the definition of Ti gives T1u1 = T2u2.
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Conversely, suppose that ui ∈ Wi and T1u1 = T2u2. Then we have

ϕ−ui ∈ H
1/2
(0,·)(R+;L

2(Ωi(0))) ∩ L2
(
R+;Vi(0)

)
and by the definition of Ti we have T1,0ϕ−u1 = T2,0ϕ−u2. Therefore, it follows from [10, Lemma 5]
that

v = {ϕ−u1 on R+ × Ω1(0), ϕ−u2 on R+ × Ω2(0)}
∈ H

1/2
(0,·)(R+;L

2(Ω(0))) ∩ L2
(
R+;H

1
0 (Ω(0))

)
.

Thus, we have u = ϕv ∈ W . The argument for W̃ and W̃i is the same since it also holds on the
reference cylinder R+ × Ω(0) according to [10, Lemma 5].

Lemma 7.2. If Assumptions 2.1, 5.2, and 5.3 hold, then

a(u, v) =
2∑

i=1

ai(qiu, qiv)

for all u ∈ W and v ∈ W̃ .

Proof. First, let u ∈ H
1/2
(0,·)

(
R+;L

2(Ω)
)

and consider the restriction operator

qi,0 : H
1/2

(
R+;L

2(Ω(0))
)
→ H1/2(R+;L

2(Ωi(0))),

which is continuous. The same holds if H1/2 is replaced by H1/2
(0,·). For v ∈ ϕ−(D̃0) we have

qi,0(∂tv) = ∂t(qi,0v) and

d(u, v) = −
∫
R+

∫
Ω(0)

u∂tv|Jt| dx0dt =
2∑

i=1

−
∫
R+

∫
Ωi(0)

u∂t(qi,0v)|Jt| dx0dt

=
2∑

i=1

di
(
qi,0u, qi,0v

)
.

By Lemma 6.3, we have for every v ∈ H
1/2

L2(Ω)(R+) that there exists a sequence {vn} ⊂ D̃0 that
converges to v. Then the continuity of d, di, ϕ−, and qi,0 gives

d(ϕ−u, ϕ−v) = lim
n→∞

d(ϕ−u, ϕ−vn) = lim
n→∞

2∑
i=1

di
(
qi,0(ϕ−u), qi,0(ϕ−vn)

)
=

2∑
i=1

di
(
qi,0(ϕ−u), qi,0(ϕ−v)

)
.

Second, let u ∈ L2
H1

0 (Ω)
(R+). As u(t) ∈ H1

0

(
Ω(t)

)
for a.e. t ∈ R+, one obtains(

∇u(t)
)∣∣

Ωi(t)
= ∇

(
u(t)|Ωi(t)

)
and

u(t)|Ωi(t)
= u(t) ◦

(
Φt|Ωi(0)

◦ Φ−t|Ωi(t)

)
=

(
ϕ−tu(t)

)∣∣
Ωi(0)

◦ Φ−t|Ωi(t)
= (qiu)(t)

for a.e. t ∈ R+. Hence, for every u, v ∈ L2
H1

0 (Ω)
(R+) we have

c(u, v) =

∫
R+

∫
Ω(t)

α∇u · ∇v + βuv dxtdt =
2∑

i=1

∫
R+

∫
Ωi(t)

(
α∇u · ∇v + βuv

)∣∣
Ωi(t)

dxtdt

=
2∑

i=1

∫
R+

∫
Ωi(t)

α∇(qiu) · ∇(qiv) + β(qiu)(qiv) dxtdt =
2∑

i=1

ci
(
qiu, qiv

)
.

Combining these results for u ∈ W and v ∈ W̃ gives the sought-after equality.
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Theorem 7.3. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. The transmission problem is equivalent
to the weak problem in the following way: If u solves (32), then (u1, u2) = (q1u, q2u) solves (34).
Conversely, if (u1, u2) solves (34), then u = ϕv with v = {ϕ−u1 on R+ × Ω1, ϕ−u2 on R+ × Ω2}
solves (32).

Proof. Suppose that u ∈ W solves (32). Then

(u1, u2) = (q1u, q2u) ∈ W1 ×W2

and T1u1 = T2u2 by Lemma 7.1. Moreover, let vi = ϕwi ∈ W̃ 0
i with wi = {ϕ−vi on R+ ×

Ωi, 0 on R+ × Ω3−i} for i = 1, 2. It follows by Lemma 7.1 and (19) that wi ∈ W̃ . Therefore,
by Assumption 5.2 and Lemma 7.2 we have

ai(ui, vi) = ai(qiu, qiwi) = ai(qiu, qiwi) + a3−i(q3−iu, q3−iwi)

= a(u,wi) = ⟨f, wi⟩
= ⟨fi, qiwi⟩+ ⟨f3−i, q3−iwi⟩ = ⟨fi, vi⟩.

Now let µ ∈ Z and define v = ϕw byw = {ϕ−F1µ on R+×Ω1(0), ϕ−F2µ on R+×Ω2(0)}. Since
T1F1µ = T2F2µ we have that v ∈ W according to Lemma 7.1. Thus Assumption 5.2 and Lemma 7.2
again yield

2∑
i=1

ai(ui, Fiµ) = a(u, v) = ⟨f, v⟩ =
2∑

i=1

⟨fi, Fiµ⟩

and we have now shown that u satisfies all three equations of (34).

Conversely, suppose that (u1, u2) solves (34) and define u = ϕv with v = {ϕ−u1 on R+ ×
Ω1(0), ϕ−u2 on R+ × Ω2(0)}. Since T1u1 = T2u2 we have that u ∈ W according to Lemma 7.1.
Now let v ∈ W̃ and define (v1, v2) = (q1v, q2v), which satisfies vi ∈ W̃i and T1v1 = T2v2 again
by Lemma 7.1. If we define µ = Tivi then vi − Fiµ ∈ W̃ 0

i by (19). Therefore, by Assumption 5.2
and Lemma 7.2, we have

a(u, v) =
2∑

i=1

ai(ui, vi) =
2∑

i=1

ai(ui, vi − Fiµ) + ai(ui, Fiµ)

=
2∑

i=1

⟨fi, vi − Fiµ⟩+ ⟨fi, Fiµ⟩ =
2∑

i=1

⟨fi, vi⟩ = ⟨f, v⟩,

which means that u solves (32).

8 Steklov–Poincaré operators and convergence of the Robin–
Robin scheme on evolving domains

The Steklov–Poincaré operators Si, S : Z → Z∗ are defined as

⟨Siη, µ⟩ = ai(Fiη, Fiµ)

and S = S1 + S2. Moreover, we define the functionals χi, χ ∈ Z∗ as

⟨χi, µ⟩ = ⟨fi, Fiµ⟩ − ai(Gifi, Fiµ),

and χ = χ1 + χ2.
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Remark 8.1. Although the bilinear forms ai have different trial and test spaces, the Steklov–Poincaré
operators have the same trial and test spaces, i.e., Si : Z → Z∗. This is due to the fact that the spaces
Wi and W̃i share the trace space Z , see [7, p. 507].

We will now prove the main properties of the Steklov–Poincaré operators, namely that they are bounded
and coercive. We first have the following lemma, which is important for the coercivity of the Steklov–
Poincaré operators.

Lemma 8.2. If Assumptions 2.1, 5.2, and 5.3 hold then

∥Fiη∥Wi
≤ C∥Fiη∥L2

H1(Ωi)
(R+)

for every η ∈ Z .

Proof. By the definition of Fi in (33) one has ϕ−Fiη ∈ Qi, and the embedding (24) then yields the
bound

∥Fiη∥Wi
≤ C

(
∥ϕ−Fiη∥2L2(R+;H1(Ωi(0)))

+ ∥∂tϕ−Fiη∥2L2(R+;H−1(Ωi(0)))

)1/2
.

Furthermore, as u = Fiη is a solution to (31), the same calculations as in (22) together with the
bound (23) for g = 0 gives

∥∂tϕ−Fiη∥L2(R+;H−1(Ωi(0))) ≤ C∥Fiη∥L2
H1(Ωi)

(R+).

Combining these results gives the desired estimate.

Theorem 8.3. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. Then the Steklov–Poincaré operators
Si are bounded and also coercive, i.e.,

⟨Siη, η⟩ ≥ c∥η∥2Z for all η ∈ Z. (35)

Moreover, a similar result holds for S.

Proof. By Corollary 6.7 and the fact that Fi : Z → Wi is bounded we have∣∣⟨Siη, µ⟩
∣∣ = ∣∣ai(Fiη, Fiµ)

∣∣ ≤ C∥Fiη∥Wi
∥Fiµ∥W̃i

≤ C∥Fiη∥Wi
∥Fiµ∥Wi

≤ C∥η∥Z∥µ∥Z

for all η, µ ∈ Z , which shows that Si is bounded. It follows from (30) and Lemma 8.2 that

⟨Siη, η⟩ = ai(Fiη, Fiη) ≥ c∥Fiη∥2L2
H1(Ωi)

(R+) ≥ c∥Fiη∥2Wi
≥ c∥TiFiη∥2Z = c∥η∥2Z

for all η ∈ Z . Thus Si is coercive. The result for S follows by summing the inequalities for Si.

The properties of Si and S immediately yield that the operators satisfy the assumptions of the Lax–
Milgram theorem and therefore we have the following corollary.

Corollary 8.4. The Steklov–Poincaré operators Si, S : Z → Z∗ are isomorphisms.

The Steklov–Poincaré equation is to find η ∈ Z such that

Sη = χ. (36)

The following result is an immediate consequence of the definitions of the Steklov–Poincaré operators.
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Lemma 8.5. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. The Steklov–Poincaré equation is
equivalent to the transmission problem in the following way: If (u1, u2) solves (34) then η = Tiui
solves (36). Conversely, if η solves (36), then (F1η +G1f1, F2η +G2f2) solves (34).

Any non-overlapping domain decomposition method can be formulated as an interface iteration to
solve (36), see, e.g., [12, 10, 31]. We first consider the Robin–Robin method. For a parameter s0 > 0
and an initial guess η02 ∈ Z, the interface iteration of the Robin–Robin method is given by finding
(ηn1 , η

n
2 ) ∈ Z × Z for n = 1, 2, . . . such that{

(s0R+ S1)η
n
1 = (s0R− S2)η

n−1
2 + χ

(s0R+ S2)η
n
2 = (s0R− S1)η

n
1 + χ.

(37)

Here, R denotes the Riesz isomorphism defined as

R : L2
L2(Γ)(R+) → L2

L2(Γ)(R+)
∗, µ 7→ (µ, ·)L2

L2(Γ)
(R+).

The following result follows as in the case of elliptic problems [11, Lemma 6.3]. To be precise, we are
referring to the weak formulation of (3), which is of the same form as in the case of elliptic problems [11,
(5.2)].

Lemma 8.6. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. The Robin–Robin method and the
Peaceman–Rachford iteration are equivalent in the following way: If (un1 , u

n
2 )n≥1 solves (3) then

(ηn1 , η
n
2 )n≥1, defined as ηni = Tiu

n
i , solves (37) with η02 = T2u

0
2. Conversely, if (ηn1 , η

n
2 )n≥1 solves

(37) then (un1 , u
n
2 )n≥1, defined as uni = Fiη

n
i +Gifi, solves (3) with u02 = F2η

0
2 +G2f2.

The second method we discuss is the Dirichlet–Neumann method. For a method parameter s1 > 0
and an initial guess η0 ∈ Z , the interface iteration corresponding to the Dirichlet–Neumann method is
given by finding ηn ∈ Z for n = 1, 2, . . . such that

ηn = ηn−1 + s1S
−1
2 (χ− Sηn−1). (38)

Finally we consider the Neumann–Neumann method. For two method parameters s2, s3 > 0 and an
initial guess η0 ∈ Z , the interface iteration corresponding to the Neumann–Neumann method is given
by finding (ηn, λn1 , λ

n
2 ) ∈ Z × Z × Z for n = 1, 2, . . . such that{

Siλ
n
i = χ− Sηn−1 for i = 1, 2,

ηn = ηn−1 + s2λ
n
1 + s3λ

n
2 .

(39)

Analogous results to Lemma 8.6 holds for the Dirichlet–Neumann and Neumann–Neumann methods.
The following result gives that the three methods are well defined.

Corollary 8.7. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. The Dirichlet–Neumann, Neumann–
Neumann, and Robin–Robin methods are well defined in the sense that each step of (37) to (39) has a
unique solution.

Proof. For the Dirichlet–Neumann and Neumann–Neumann methods the results follow immediately
from Corollary 8.4 since this implies that the interface iterations have unique iterates. For the Robin–
Robin method the result also follows since

⟨Rµ, µ⟩ ≥ ∥µ∥2L2
L2(Γ)

(R+) ≥ 0 for all µ ∈ Z,

which means that s0R+ Si is coercive and therefore an isomorphism for all s0 > 0.
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In order to illustrate the applicability of the derived framework, we will next prove convergence of the
Robin–Robin method. We begin by introducing a particular Gelfand triple.

Lemma 8.8. If Assumption 2.1 holds, then Z is densely embedded into L2
L2(Γ)(R+).

Proof. Note first of all that Z ↪→ L2
L2(Γ)(R+) is clearly a continuous embedding. For density, let

η ∈ L2
L2(Γ)(R+) and define

µ = ψ−η ∈ L2
(
R+;L

2(Γ(0))
)
.

Now recall that H1/4(R+) is dense in L2(R+) and Λ(0) is dense in L2(Γ(0)), see [11, Lemma
4.2]. Therefore the algebraic tensor product space H1/4(R+)⊗ Λ(0) is dense in L2

(
R+;L

2(Γ(0))
)
,

see [35, Theorem 3.12]. It then follows that the larger space

H1/4
(
R+;L

2(Γ(0))
)
∩ L2

(
R+; Λ(0)

)
is also dense in L2

(
R+;L

2(Γ(0))
)
. Hence, there exists a sequence

µn ∈ H1/4
(
R+;L

2(Γ(0))
)
∩ L2

(
R+; Λ(0)

)
that satisfies µn → µ in L2

(
R+;L

2(Γ(0))
)
. It immediately follows from the fact that ψ is an iso-

morphism that the sequence ηn = ψµn satisfies ηn ∈ Z and ηn → η in L2
L2(Γ)(R+). Since η was

arbitrary this shows that Z is dense in L2
L2(Γ)(R+).

By Lemma 8.8 together with the fact that Z and L2
L2(Γ)(R+) are Hilbert spaces, we have the Gelfand

triple
Z ↪→ L2

L2(Γ)(R+) ↪→ Z∗,

with dense embeddings. We recall the Riesz isomorphism R : L2
L2(Γ)(R+) → L2

L2(Γ)(R+)
∗:

⟨Rη, µ⟩ = (η, µ)L2
L2(Γ)

(R+) for all η ∈ L2
L2(Γ)(R+), µ ∈ Z. (40)

We trivially have the bounds

|⟨Rη, µ⟩| ≤ ∥η∥L2
L2(Γ)

(R+)∥µ∥L2
L2(Γ)

(R+) for all η ∈ L2
L2(Γ)(R+), µ ∈ Z (41)

and
⟨Rη, η⟩ ≥ ∥η∥2L2

L2(Γ)
(R+) for all η ∈ Z. (42)

The variational framework appears to be too general for analyzing the convergence of the Peaceman–
Rachford iteration. Therefore, we introduce the Steklov–Poincaré operators as affine unbounded
operators on L2

L2(Γ)(R+) before we prove that the iteration converges. To this end, let

D(Si) = {η ∈ Z : Siη − χi ∈ L2
L2(Γ)(R+)

∗},
D(S) = {η ∈ Z : Sη − χ ∈ L2

L2(Γ)(R+)
∗},

and define the unbounded affine operators

Si : D(Si) ⊆ L2
L2(Γ)(R+) → L2

L2(Γ)(R+) : η 7→ R−1(Siη − χi),

S : D(S) ⊆ L2
L2(Γ)(R+) → L2

L2(Γ)(R+) : η 7→ R−1(Sη − χ).
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In L2
L2(Γ)(R+) the Steklov–Poincaré equation is to find η ∈ D(S) such that

Sη = 0 (43)

and the Peaceman–Rachford iteration takes the following form: For each n = 1, 2, . . . , find (ηn1 , η
n
2 ) ∈

D(S1)×D(S2) such that {
(s0I + S1)η

n
1 = (s0I − S2)η

n−1
2 ,

(s0I + S2)η
n
2 = (s0I − S1)η

n
1 .

(44)

Here, η02 ∈ D(S2) is a given initial guess. We now verify that (43) is indeed a restriction of the weak
Steklov–Poincaré equation (36).

Lemma 8.9. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. If η ∈ D(S) solves the L2-Steklov–
Poincaré equation (43), then η also solves the weak Steklov–Poincaré equation (36).

Proof. From (43) we have

(R−1(Sη − χ), µ)L2
L2(Γ)

(R+) = 0 for all µ ∈ L2
L2(Γ)(R+).

Therefore, we get by (40) that

⟨Sη − χ, µ⟩ = (R−1(Sη − χ), µ)L2
L2(Γ)

(R+) = 0

for all µ ∈ Z .

A similar result holds for the Peaceman–Rachford iteration. The proof is left out since it is similar to the
proof of Lemma 8.9.

Lemma 8.10. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. If (ηn1 , η
n
2 )n≥1 solves the L2-

Peaceman–Rachford iteration (44) with η02 ∈ D(S2), then (ηn1 , η
n
2 )n≥1 also solves the weak Peaceman–

Rachford iteration (37) with the same initial guess.

Lemma 8.11. Suppose that Assumptions 2.1, 5.2, and 5.3 hold. Then Si, i = 1, 2, satisfy the
monotonicity property

(Siη − Siµ, η − µ)L2
L2(Γ)

(R+) ≥ c∥η − µ∥2Z for all η, µ ∈ D(Si). (45)

Moreover, for any s0 ≥ 0 the operators s0I+Si : D(Si) → L2
L2(Γ)(R+), i = 1, 2, are isomorphisms.

Similar results hold for S . In particular, there exists a unique solution to (43) and the iteration (44) is
well defined.

Proof. The monotonicity follows from (35) and (40), since

(Siη − Siµ, η − µ)L2
L2(Γ)

(R+) = ⟨(Siη − χi)− (Siµ− χi), η − µ⟩

= ⟨Si(η − µ), η − µ⟩ ≥ c∥η − µ∥2Z
for all η, µ ∈ D(Si). Let µ ∈ L2

L2(Γ)(R+) be arbitrary. Then χi +Rµ ∈ Z∗, and by Corollary 8.4,
there exists a unique η ∈ Z such that (s0R + Si)η = χi + Rµ in Z∗. Rearranging yields that
Siη − χi = R(µ− s0η) ∈ L2

L2(Γ)(R+)
∗, i.e., η ∈ D(Si) with

(s0I + Si)η = s0η +R−1(Siη − χi) = µ.

Thus, we have shown that (s0I + Si) is an isomorphism. The proof for S is similar and is therefore left
out.
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In order to proceed with the convergence analysis, we require the following regularity of the solution to
the weak parabolic equation (32).

Assumption 8.12. The functionals

µ 7→ ai(qiu, Fiµ)− ⟨fi, Fiµ⟩, i = 1, 2,

are elements in L2
L2(Γ)(R+)

∗, where u ∈ W is the solution to (32).

This assumption is somewhat implicit, but can be interpreted as the solution u having a normal derivative
on Γ in L2

L2(Γ)(R+).

Lemma 8.13. Suppose that Assumptions 2.1, 5.2, 5.3, and 8.12 hold. If η solves the L2-Steklov–
Poincaré equation (43) then η ∈ D(S1) ∩D(S2).

Proof. Let η ∈ D(S) be the solution to (43). By Lemma 8.5 and Theorem 7.3, we have the identification
qiu = Fiη+Gifi, where u ∈ W is the solution to the weak parabolic equation (32). Assumption 8.12
then yields that

µ 7→ ⟨Siη − χi, µ⟩ = ai(Fiη, Fiµ) + ai(Gifi, Fiµ)− ⟨fi, Fiµ⟩
= ai(qiu, Fiµ)− ⟨fi, Fiµ⟩

is an element in L2
L2(Γ)(R+)

∗, i.e., η ∈ D(Si) for i = 1, 2.

Lemma 8.14. Suppose that Assumptions 2.1, 5.2, 5.3, and 8.12 hold. Let η be the solution to the
L2-Steklov–Poincaré equation (43) and (ηn1 , η

n
2 )n≥1 be the L2-Peaceman–Rachford iterates (44) with

η02 ∈ D(S2). Then we have the limit

(Siη
n
i − Siη, η

n
i − η)L2

L2(Γ)
(R+) → 0 (46)

as n tends to infinity.

Lemma 8.14 is a consequence of the abstract result [28, Proposition 1]. The latter requires the
monotonicity (45) and the fact that the solution to (43) satisfies η ∈ D(S1) ∩D(S2), which follows
from Lemma 8.13. A simpler proof of Lemma 8.14 can be found in [11, Lemma 8.8].

We are now in a position to prove that the Robin–Robin method converges.

Theorem 8.15. Suppose that Assumptions 2.1, 5.2, 5.3, and 8.12 hold. Let u be the solution to the
weak parabolic equation (32) and η be the solution to the L2-Steklov–Poincaré equation (43). The
iterates (ηn1 , η

n
2 )n≥1 of the L2-Peaceman–Rachford iteration (44) converges to η, i.e.,

∥ηn1 − η∥Z + ∥ηn2 − η∥Z → 0

as n tends to infinity. Moreover the weak Robin–Robin approximation (un1 , u
n
2 )n≥1 converges to

(u1, u2) = (q1u, q2u), i.e.,

∥un1 − u1∥W1 + ∥un2 − u2∥W2 → 0

as n tends to infinity.
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Proof. From (45) and (46) we obtain

∥ηn1 − η∥2Z + ∥ηn2 − η∥2Z
≤ C

(
(S1η

n+1
1 − S1η, η

n+1
1 − η)L2

L2(Γ)
(R+) + (S2η

n
2 − S2η, η

n
2 − η)L2

L2(Γ)
(R+)

)
→ 0

as n tends to infinity. By Lemmas 8.5 and 8.6 and Theorem 7.3, one has the identities

(u1, u2) = (F1η +G1f1, F2η +G2f2) and (un1 , u
n
2 ) = (F1η

n
1 +G1f1, F2η

n
2 +G2f2).

This together with the limit above and the fact that Fi is bounded yields that

∥un1 − u1∥W1 + ∥un2 − u2∥W2 = ∥F1(η
n
1 − η)∥W1 + ∥F2(η

n
2 − η)∥W2

≤ C
(
∥ηn1 − η∥Z + ∥ηn2 − η∥Z

)
→ 0

as n tends to infinity.
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