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Generalized bootstrap in the Bures–Wasserstein space
Alexey Kroshnin, Vladimir Spokoiny, Alexandra Suvorikova

Abstract

This study focuses on finite-sample inference on the non-linear Bures–Wasserstein manifold
and introduces a generalized bootstrap procedure for estimating Bures–Wasserstein barycenters.
We provide non-asymptotic statistical guarantees for the resulting bootstrap confidence sets. The
proposed approach incorporates classical resampling methods, including the multiplier bootstrap
highlighted as a specific example.

Additionally, the paper compares bootstrap-based confidence sets with asymptotic confidence
sets obtained in the work of Kroshnin et al. [2021], evaluating their statistical performance and
computational complexities. The methodology is validated through experiments on synthetic
datasets and real-world applications.

1 Introduction

Optimal transport (OT) seeks the most efficient way to transform one distribution into another, given a
transportation cost. This allows one to define geometrically meaningful distances between probability
measures [Ambrosio et al., 2008, Villani, 2009, Santambrogio, 2015].

OT provides a powerful framework for modeling and analyzing objects and processes, with applications
spanning diverse fields. These include machine learning [Arjovsky et al., 2017], information geometry
[Khan and Zhang, 2022], image processing and computer vision [Bonneel and Digne, 2023], economics
[Galichon, 2018], and bioinformatics [Schiebinger et al., 2019]. OT-based distances also play an
important role in statistical inference [Del Barrio et al., 2015, Rippl et al., 2016, del Barrio et al., 2017,
Bobkov and Ledoux, 2019, Panaretos and Zemel, 2020, Heinemann et al., 2022, Chewi et al., 2024].

Beyond their intrinsic interest, OT distances facilitate the definition of a new type of averaging, known
as the Wasserstein barycenter, distinct from the classical notion of the mean. Barycenters have a broad
spectrum of applications, such as image processing [Simon and Aberdam, 2020], time series modeling
[Cheng et al., 2021], modern energy technologies [Larvaron et al., 2024], economics [Levantesi et al.,
2024], machine learning [Mallasto and Feragen, 2017, Muzellec and Cuturi, 2018], among others.

Bhatia et al. [2019] established a connection between OT and quantum information theory and intro-
duced the Bures–Wasserstein distance and corresponding barycenter that are the focus of the current
study. Recent works [Haasler and Frossard, 2024, Maretic et al., 2022a,b] have demonstrated the
applicability of this concept to graph alignment and averaging. In particular, Haasler and Frossard
[2024] present a novel approach to analyzing graph-structured data and then show the usability of the
Bures–Wasserstein barycenter of graphs.

This study considers the statistical framework for barycenters, assuming the observed data is random.
Within this setting, numerous studies have addressed the consistency of barycenters and their variations
[Bigot et al., 2012, Le Gouic and Loubes, 2017, Cazelles et al., 2017]. Additionally, explicit convergence
rates, concentration inequalities, and large deviation results have been of significant interest [Ahidar-
Coutrix et al., 2020, Brunel and Serres, 2024, Le Gouic et al., 2022, Jaffe and Santoro, 2024]. In some
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cases, the Central Limit Theorem has been established [Kroshnin et al., 2021, Carlier et al., 2021].
It is noteworthy that some classical results apply to the barycenter setting because barycenters are
M -estimators [Van De Geer, 2006].

Some of the results mentioned above can be used to build asymptotic confidence sets for barycenters. A
fundamentally different mechanism for constructing confidence sets is based on the bootstrap approach.
Since their introduction in the seminal paper by Efron [1979], bootstrapping techniques have attracted
much attention due to their algorithmic simplicity and computational tractability. Spokoiny and Zhilova
[2015] apply multiplier bootstrap to construct likelihood-based confidence sets. Chen and Zhou [2020]
investigate the case of heavy-tailed data. Naumov et al. [2019] validate bootstrap approximation for
spectral projectors in the case of Gaussian data. Cheng and Huang [2010] provides approximation
rates for multiplier bootstrap for M-estimators in semi-parametric models. Lee and Yang [2020] propose
a resampling procedure for M-estimators for non-standard cases. For more examples, we recommend
an excellent survey by Mammen and Nandi [2012].

The current study develops a generalized bootstrap procedure [Van Der Vaart et al., 1996] tailored for
Bures–Wasserstein barycenters and provides non-asymptotic statistical guarantees for the resulting
bootstrap confidence sets.

1.1 Brief introduction to optimal transport

We begin with a particularly important case, the 2-Wasserstein distance. It stands out due to its rich
geometric structure. Let Rd be equipped with L2-norm. Then the distance between distribution µ1 and
µ2 on Rd with finite second moments is defined as

W2
2(µ1, µ2) = inf

π∈Π(µ1,µ2)

∫
Rd×Rd

∥x− y∥22 dπ(x, y)

Π(µ1, µ2) =

{
π ∈ P(Rd × Rd)

∣∣∣∣ ∫ π(x, y)dy = µ1(x),

∫
π(x, y)dx = µ2(y)

}
,

with P(Rd ×Rd) being the set of all probability measures on Rd ×Rd. The 2-Wasserstein distance is
of high practical interest; see, e.g., [Courty et al., 2016, Bistroń et al., 2022].

The case of the 2-Wasserstein distance for Gaussian distributions [Takatsu et al., 2011] is particularly
interesting due to its analytical tractability. The 2-Wasserstein distance between Gaussian distributions,
µ1 = N(m1, Σ1) and µ2 = N(m2, Σ2), is

W2
2 (µ1, µ2) = ∥m1 −m2∥22 + trΣ1 + trΣ2 − 2 tr

(
Σ

1/2
1 Σ2Σ

1/2
1

)1/2
. (1.1)

It is important to note that a similar concept—the Bures distance [Bures, 1969]—arises in quantum
information geometry. For any pair of positive-definite Hermitian operators Σ1 and Σ2, s.t. trΣ1 =
trΣ2 = 1 (i.e., Σ1 and Σ2 are density operators), the Bures distance is defined as

B = 2

(
1−

(
Σ

1/2
1 Σ2Σ

1/2
1

)1/2)
.

Bhatia et al. [2019] combined the concept of the Bures distance with the 2-Wasserstein distance for
Gaussian distributions (as defined in (1.1)) and introduced the Bures–Wasserstein distance. Let H(d)
be the space of all d× d Hermitian matrices, with H+(d) and H++(d) representing its subspaces of
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positive semidefinite and positive definite matrices, respectively. The Bures–Wasserstein distance on
H++(d) is defined as

W2(Q,S)
def
= trQ+ trS − 2 tr

(
S1/2QS1/2

)1/2
, S,Q ∈ H+(d).

The 2-Wasserstein barycenter—introduced by Agueh and Carlier [2011]—is a Fréchet mean in the
Wasserstein space. It aggregates probability measures in a geometrically meaningful way and reduces
data variability. Given a set of probability distributions µ1, µ2, . . . , µn defined on Rd, and a set of
non-negative weights w1, w2, . . . , wn with

∑n
i=1wi = 1 , the 2-Wasserstein barycenter µ is defined

as the probability measure that minimizes the weighted sum of squared 2-Wasserstein distances:

µ
def
= argmin

ν∈P2(Rd)

n∑
i=1

wiW
2
2(ν, µi),

where P2(Rd) is the set of probability measures on Rd with finite second moments.

In particular, this provides a geometrically meaningful method of averaging Gaussian distributions.
Specifically, consider a set of d-dimensional Gaussian measures µ1 = N(m1, Σ1), . . . , µn =
N(mn, Σn). Agueh and Carlier [2011] showed that their 2-Wasserstein barycenter µ = N(m,Σ) is
Gaussian distribution as well with

m =
1

n

n∑
i=1

mi, Σ =
n∑
i=1

wi

(
Σ

1/2
ΣiΣ

1/2
)1/2

. (1.2)

Note that Σ is the unique solution of the fixed-point equation (1.2) [Agueh and Carlier, 2011]. The
works by Álvarez-Esteban et al. [2016] and Chewi et al. [2020] discuss the computational aspects.

Bhatia et al. [2019] showed that the result similar to (1.2) holds for non-negative Hermitian opera-
tors. Namely, for fixed weights w1, . . . , wn, s.t.

∑
iwi = 1, one can define the Bures–Wasserstein

barycenter of positive semi-definite Hermitian operators S1, . . . , Sn ∈ H+(d) as

B = argmin
Q∈H++(d)

n∑
i=1

wiW
2(Si, Q), B =

n∑
i=1

wi
(
B1/2SiB

1/2
)1/2

. (1.3)

1.2 Generalized bootstrap

Let M
(
H++(d)

)
be the space of non-zero finite Borel measures on H++(d) endowed with the Borel

σ-algebra induced by the topology of weak convergence.

We define the barycenter mapping from M
(
H++(d)

)
to H++(d) as

B : µ 7→ Bµ
def
= argmin

Q∈H++(d)

∫
H++(d)

W2(Q,S)dµ(S). (1.4)

Recall that B is uniquely defined (see Theorem 2.1 in [Kroshnin et al., 2021]). Thus, according to
Corollary 5 in [Le Gouic and Loubes, 2017] it is continuous w.r.t. the 2-Wasserstein metric on the
subspace of probability measures P

(
H++(d)

)
⊂ M

(
H++(d)

)
. Hence, by homogeneity B(µ) =

B
(

µ
µ(H++(d))

)
. Thus, B is measurable on M

(
H++(d)

)
.
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Let (Ω,F,P) be a probability space and µ ∈ M
(
H++(d)

)
be a random measure with distribution P.

Respectively,Bµ is a random matrix. LetB = B(Eµ). The goal is to approximate the law of W(Bµ, B)
to construct a confidence set around the observed Bµ. We use a generalized bootstrap approach: we

will show that W(B,Bµ)
d
≈ W(Bµ, Bµ̂) for a properly selected random µ̂ ∈ M

(
H++(d)

)
depending

on µ.

The main result (Theorem 4.1) claims that under suitable assumptions on P and µ̂ with probability at
least 1− Ce−t (with C being a generic constant), it holds

sup
z≥0

|P {W(Bµ, B) ≤ z} − P {W(Bµ̂, Bµ) ≤ z | µ}| ≤ Γ (t), (1.5)

where P{·|µ} stands for probability conditioned on µ. This setting covers the classical resampling
techniques, including the multiplier bootstrap.

1.3 Multiplier bootstrap

We consider an i.i.d. sample S1, . . . , Sn, where Si
iid∼ P , with P supported on H++(d). The empirical

distribution µ is defined as:

µ := Pn =
1

n

∑
i

δSi
,

with δS being the Dirac measure. Correspondingly, P defined in 1.2 represents the law of empirical
distributions constructed from i.i.d. samples of size n drawn from P .

We define µ̂ as a reweighted empirical distribution

µ̂ := Pw =
1

n

∑
i

wiδSi
,

where w1, . . . , wn are non-negative i.i.d. weights independent of the data. Specifically, we assume

wi
iid∼ W, Ew wi = 1, Varw wi = 1.

It is noteworthy that the total mass µ̂(H++(d)) might be not equal 1. This flexibility is inherent to the
generalized bootstrap framework

Finally, B = B(P ). Collecting the results above, we have

B = B(P ), Bn = B(Pn), Bw = B(Pw), (1.6)

whereB,Bn, andBw represent the population barycenter, the empirical barycenter, and the reweighted
empirical barycenter, respectively.

The generalized bootstrap result ensures that the law of
√
nW(Bn, Bw) approximates the law of√

nW(B,Bn). Consequently, one can utilize
√
nW(Bn, Bw) to construct non-asymptotic confidence

sets for Bn. We will show in Theorem 5.1 that if P and W are sub-exponential, the approximation rate
Γ (t) (see (1.5)) is of order n−1/2 up to a logarithmic factor.

1.4 Contribution of this paper

This study addresses the challenge of finite-sample inference on the non-linear Bures–Wasserstein
manifold. The primary contribution is developing a generalized bootstrap procedure [Van Der Vaart
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et al., 1996] for the Bures–Wasserstein barycenters and providing non-asymptotic statistical guarantees
for bootstrap confidence sets.

One of the central results of this study is the derivation of relative approximation bounds for the
Bures–Wasserstein distance and the Bures–Wasserstein barycenters. These bounds, presented in
Section 2, form the foundation for analyzing the generalized bootstrap procedure.

To validate the proposed bootstrap framework, the study establishes Gaussian approximation results
for W(Bµ, B) and W(Bµ̂, Bµ) (see Section 3). Specifically, under mild assumptions and for properly
chosen centered Gaussian vectors Z , and Zµ, it holds

W(Bµ, B)
d
≈ ∥AZ∥F, W(Bµ̂, Bµ)

d
≈ ∥AZµ∥F,

where A is a scaling operator encapsulating the geometric structure of the Bures–Wasserstein space
(see (2.1)). These approximations are formulated as non-asymptotic bounds on the Kolmogorov
distance between the corresponding distributions.

To illustrate the framework’s versatility, the study considers the multiplier bootstrap as a specific case.
In this context, we demonstrate how one can use model assumptions about the distribution of observed
data to establish the necessary conditions for the generalized bootstrap’s validity.

Furthermore, we show the procedure’s applicability using graph-structured data, including a weighted
stochastic block model and human brain connectomes (comprehensive maps of neural connections in
the brain). Finally, the study compares the computational complexity of the proposed procedure with
that of constructing asymptotic confidence sets as described in [Kroshnin et al., 2021]. The results
demonstrate that the bootstrap procedure exhibits greater numerical efficiency than the asymptotic
approach, making it a more practical choice for applications requiring computationally scalable inference
methods, especially in high dimensions.

Organization of the paper and accepted notations

The paper is organized as follows. Section 2 presents approximation bounds in the Bures–Wasserstein
space. In Section 3, we derive Gaussian approximation results, which are crucial for proving the
generalized bootstrap. Section 4 presents the main theoretical result concerning non-asymptotic
statistical guarantees for bootstrap confidence sets. Section 5 focuses on the case of multiplier bootstrap.
In Section 6, we evaluate the performance of the proposed method on both synthetic and real datasets.
In particular, we compare approximations constructed using the multiplier bootstrap with those derived
from asymptotic results of Kroshnin et al. [2021]. Additionally, we analyze the computational complexities
of both methods.

Table 1 lists the notations used throughout the text.

2 Approximation bounds in the Bures–Wasserstein space

We begin collecting some facts that are crucial for generalized bootstrap validation. We will often
quantify the closeness of matrices or operators S ≽ 0 (S ≽ 0) and Q ≻ 0 (Q ≻ 0) as

r(Q,S)
def
=
∥∥Q−1/2SQ−1/2 − I

∥∥, r(Q,S)
def
=
∥∥Q−1/2SQ−1/2 − I

∥∥.
with ∥·∥ being the operator norm, I standing for the d × d identity matrix and I being the identity
operator.
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A. Kroshnin, V. Spokoiny, A. Suvorikova 6

H(d) d× d Hermitian operators
H+(d),H++(d) d× d positive semi-definite and positive definite Hermitian operators
X Matrices or vectors
X Operators
λmax(X), λmin(X) Largest and smallest eigenvalues
∥X∥, ∥X∥F, ∥X∥1, ∥X∥ψα Operator, Frobenius, 1-Schatten, ψα-Orlicz norm
⟨X, Y ⟩ Inner product associated to Frobenius norm
κ(X) = ∥X∥ · ∥X−1∥ Condition number of an operator or a matrix
⊗ Tensor product
log(x) log(x) = max {1, ln(x)}
r(X,A) r(X,A) = ∥X−1/2AX−1/2 − I∥
C Generic constant
d
≈ Closeness in distribution

Table 1: List of accepted notations.

Now, we recall the concept of the optimal transportation (OT) map, one of the key concepts in OT. Of
note, it is often referred to as the optimal push-forward.

For any Q,S ∈ H++(d) we denote the OT map as T SQ = Q−1/2(Q1/2SQ1/2)1/2Q−1/2. It is
differentiable in Fréchet sense (see Lemma A.2 by Kroshnin et al. [2021]),

T SQ+X = T SQ + dT S
Q(X) + o(∥X∥) as ∥X∥ → 0, X ∈ H(d),

where dTQ
Q : H(d) → H(d) is a negative semi-definite operator.

The first result in this section establishes a connection between W(Q,S) and the Frobenius norm of
the difference ∥Q− S∥F. From now on, we fix some B ∈ H++(d) and introduce an auxiliary operator
A,

A
def
=

(
−1

2
dTB

B

)1/2

. (2.1)

The properties of A are investigated in Lemma A.2.

Lemma 2.1. Let Q,S ∈ H+(d) be s.t. r(B,Q) ≤ 1/2 and r(B, S) ≤ 1/2. Then∣∣∣∣ W(Q,S)

∥A(Q− S)∥F
− 1

∣∣∣∣ ≤ 4r(B,Q) + 2r(B, S).

The proof is technical, so we postponed it to Appendix A.

Now, for a measure µ ∈ M
(
H++(d)

)
, by analogy with the barycenter mapping B(µ) (see (1.4)), we

introduce the T (µ) mapping and F(µ) mapping,

T : µ 7→ Tµ =

∫
H++(d)

(
T SB − I

)
dµ(S); (2.2)

F : µ 7→ Fµ = −
∫

H++(d)

dT S
Bdµ(S). (2.3)
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The following lemma connects Bµ and Tµ. Let F be some fixed positive-definite operator acting from
H(d) to H(d). Denote

r
def
= r(B,Bµ) + r(F ,Fµ), ρ

def
= 2

√
κ(F )r, (2.4)

with κ(X) = ∥X∥ · ∥X−1∥ being the condition number of X .

Lemma 2.2. Let r ≤ 1
2
, then the following approximations hold:

∥Bµ −B − F−1Tµ∥F
∥F−1Tµ∥F

≤ ρ, (2.5)∣∣∣∣ W(Bµ, B)

∥AF−1Tµ∥F
− 1

∣∣∣∣ ≤ 3
√
κ(B)ρ, (2.6)

with A coming from (2.1).

Proof. First, we introduce an auxiliary operator Dµ. Let Bt = tBµ + (1− t)B, t ∈ [0, 1]. We set

Dµ
def
= −

∫
H++(d)

 1∫
0

dT S
Bt
dt

 dµ(S). (2.7)

Proof of (2.5) We write the Taylor expansion for Bµ in the neighbourhood of B in integral form (see
Theorem 2.2 by Kroshnin et al. [2021]), Bµ −B = D−1

µ Tµ. This ensures

Bµ −B − F−1Tµ =
(
D−1

µ F − I
)
F−1Tµ,

with I being the identity operator. We set B∆ := Bµ −B and get

∥B∆ − F−1Tµ∥F
∥F−1Tµ∥F

≤
∥∥D−1

µ F − I
∥∥.

The bounds on Dµ from Lemma A.4 yield

(1− r)F−1 ≼ D−1
µ ≼ (1 + 2r)F−1.

Therefore, ∥∥D−1
µ F − I

∥∥ ≤
√
κ(F )r(D−1

µ ,F−1) ≤ ρ.

The claim follows. The proof of (2.6) is similar. We postpone it to Appendix A.

Now we fix some µ̂ ∈ M
(
H++(d)

)
and define

r̂
def
= r(B,Bµ̂) + r(F ,Fµ̂), ρ̂

def
= 2

√
κ(F ) r̂. (2.8)

Corollary 2.3. If r ≤ 1
2

and r̂ ≤ 1
2
, then the following bounds hold∥∥Bµ̂ −Bµ − F−1(Tµ̂ − Tµ)

∥∥
F
≤ ρ̂
∥∥F−1(Tµ̂ − Tµ)

∥∥
F
+ (ρ+ ρ̂)

∥∥F−1Tµ
∥∥
F
, (2.9)

∣∣W(Bµ̂, Bµ)− ∥AF−1(Tµ̂ − Tµ)∥F
∣∣ (2.10)

≤ 6κ(A) (ρ̂+ ρ) ∥AF−1 (Tµ̂ − Tµ)∥F + 4 (ρ̂+ ρ) ∥A∥∥F−1Tµ∥F.
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The proof is postponed to Appendix A. The next result estimates the proximity of Bµ and B in terms of
∥Tµ∥F.

Lemma 2.4. For X ∈ H(d) we denote

ξ(X)
def
= B1/2F

(
B1/2XB1/2

)
B1/2,

and set

cB
def
=

4∥B∥
λmin(ξ)

. (2.11)

Assume that r(F ,Fµ) ≤ 1
2

and ∥Tµ∥F ≤ 4
3cB

. Then∥∥B−1/2BµB
−1/2 − I

∥∥
F
≤ cB∥Tµ∥F.

Proof. First, we set

ξµ(X) = B1/2Fµ
(
B1/2XB1/2

)
B1/2, ζµ =

1

λmin(ξµ)

∥∥B1/2TµB
1/2
∥∥
F
.

Provided that ζµ ≤ 2
3
, Lemma B.1 by Kroshnin et al. [2021] ensures∥∥B−1/2BµB

−1/2 − I
∥∥
F
≤ ζµ

1− 3
4
ζµ

≤ 2ζµ.

Now we show that condition ζµ ≤ 2
3

holds. Assumption r(F ,Fµ) ≤ 1
2

implies r(ξ, ξµ) ≤ 1
2
. This

yields λmin(ξµ) ≥ λmin(ξ)
2

. Therefore, the assumptions of the lemma ensure

ζµ ≤ cB
2
∥Tµ∥F ≤ 2

3
.

This finishes the proof.

3 Gaussian approximation

This section presents the general Gaussian approximation result. It is the key ingredient for bootstrap
validity. The first lemma contains an auxiliary term γ(·). To avoid breaking the logic of the presentation,
we will define γ(·) immediately after the lemma. Moreover, from now on, we will denote generic absolute
constants as C.

Lemma 3.1 (GAR). Let X, Y ∈ R+ be random variables satisfying the following assumptions:

There exist constants m, δ > 0, ρ ∈
[
0, 1

2

]
s.t.

P (|X − Y | ≤ ρY +m) ≥ 1− δ. (GAR-I)

There exists a centred Gaussian vector G ∼ N(0,K) taking values in a Hilbert space H , and a
constant ∆ ∈ (0, 1), s.t.

sup
z>0

|P {Y ≤ z} − P {∥G∥H ≤ z}| ≤ ∆, (GAR-II)
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with ∥·∥H denoting the norm induced by the scalar product in H . Then

sup
z>0

|P {X ≤ z} − P {∥G∥H ≤ z}| ≤ ∆+ δ + Cγ(K)

(
m√
tr(K)

+ ρ

)
,

with γ(K) coming from (3.2).

Now we define γ(·). Let K be a positive semi-definite Hilbert–Schmidt operator. We assume its
eigenvalues {λk}k are arranged in non-increasing order. We define

κ(K)
def
= (Λ1Λ2)

−1/2 with Λ2
r

def
=
∑
k≥r

λ2k, where r = 1, 2. (3.1)

Lemma B.1 investigates the properties κ(K). Let

γ(K)
def
= κ(K) tr(K). (3.2)

Note that the function γ(K) is dimension-free (i.e., scale-invariant). Moreover, γ(K) ≥ 1. This follows

from the fact that for any r ≥ 1 it holds Λ2
r ≤

(∑
k≥r λk

)2 ≤ (tr(K))2 .

Proof of Lemma 3.1. The union bound ensures

P {X ≤ z} ≤ P
{
Y ≤ z+m

1−ρ

}
+ P {|X − Y | > ρY +m} ≤ P

{
Y ≤ z+m

1−ρ

}
+ δ,

P
{
Y ≤ z−m

1+ρ

}
≤ P {X ≤ z}+ P {|X − Y | > ρY +m} ≤ P {X ≤ z}+ δ.

Thus
P
{
Y ≤ z−m

1+ρ

}
− δ ≤ P {X ≤ z} ≤ P

{
Y ≤ z+m

1−ρ

}
+ δ.

Assumption (GAR-II) yields

P
{
∥G∥H ≤ z−m

1+ρ

}
− δ −∆ ≤ P {X ≤ z} ≤ P

{
∥G∥H ≤ z+m

1−ρ

}
+ δ +∆.

Now one has to bound P
{
∥G∥H ≤ z−m

1+ρ

}
and P

{
∥G∥H ≤ z+m

1−ρ

}
.

The assumption of the lemma ρ ∈
[
0, 1

2

]
together with Lemma B.2 yield

P
{
∥G∥H ≤ z−m

1+ρ

}
≥ P

{
∥G∥H ≤ z

1+ρ

}
− Cγ(K)

m√
tr(K)

,

P
{
∥G∥H ≤ z+m

1−ρ

}
≤ P

{
∥G∥H ≤ z

1−ρ

}
+ Cγ(K)

m√
tr(K)

.

Now we consider a Gaussian r.v. αG with some α > 0. Note that by definition κ(α2K) = 1
α2κ(K) .

To compare G and αG we use Corollary 2.3 by Götze et al. [2019]. This ensures for any z > 0∣∣P{∥G∥H ≤ z
α

}
− P {∥G∥H ≤ z}

∣∣ ≤ C
(
κ(K) + κ(α2K)

) ∥∥K − α2K
∥∥
1

= C
(
1 + 1

α2

)
|1− α2|κ(K) tr(K).

Setting α = 1 + ρ and taking into account that ρ ∈ [0, 1
2
], we obtain

P
{
∥G∥H ≤ z

1+ρ

}
≥ P {∥G∥H ≤ z} − Cγ(K)ρ.

In a similar way,

P
{
∥G∥H ≤ z

1−ρ

}
≤ P {∥G∥H ≤ z}+ Cγ(K)ρ.

Collecting all the bounds, we get the result.

DOI 10.20347/WIAS.PREPRINT.3145 Berlin 2024



A. Kroshnin, V. Spokoiny, A. Suvorikova 10

3.1 Gaussian approximation for generalized bootstrap

We remind that both µ ∼ P (P is supported on M(H++(d)) ) and µ̂ ∈ M(H++(d)) are random.
So, Gaussian approximation is essential for validation of (1.5). Specifically, we will show that, given two
independent centred Gaussian vectors Z and Zµ,

W(Bµ, B)
d
≈ ∥AZ∥F, W(Bµ̂, Bµ)

d
≈ ∥AZµ∥F,

with A coming from (2.1). To get these results, we impose some restrictions on µ, Z , µ̂ and Zµ.

Assumptions on µ We assume there exist functions εT (x) > 0 and εF(x) > 0, s.t.,

P
{
∥Tµ∥F > εT (x)

}
≤ Ce−x, (T )

P {r(F ,Fµ) > εF(x)} ≤ Ce−x, (F )

Let Z ∼ N(0,Ξ) be a centred Gaussian matrix s.t.,

sup
z>0

∣∣P{∥∥F−1Tµ
∥∥
F
≤ z
}
− P {∥Z∥F ≤ z}

∣∣ ≤ εG. (G)

We denote
ε(x)

def
= 6

√
κ(F ) (cBεT (x) + εF(x)) ,

with cB coming from (2.11).

Lemma 3.2 (Gaussian approximation for W(Bµ, B)). Denote Ξ′ def
= AΞA. Let Assumptions (T ), (F )

and (G) be fulfilled. Then

sup
z≥0

|P {W(Bµ, B) ≤ z} − P {∥AZ∥F ≤ z}| ≤ E ,

E def
= εG + C · inf

x∈X

{
e−x +

√
κ(B)γ(Ξ′)ε(x)

}
, X

def
=

{
x : ε(x) ≤ 1

6
√
κ(B)

}
.

The proof is in Appendix B.1.

Assumptions on µ̂ We recall that µ̂ is a non-zero random measure that might depend on µ. We
assume there exists a Borel set At ⊂ M(H++(d)), s.t. P{µ ∈ At} ≥ 1 − Ce−t). The following
assumptions hold on this event.

We assume there exist functions ε̂T (x, t) > 0 and ε̂F (x, t) > 0, s.t.,

P
{
∥Tµ̂ − Tµ∥F > ε̂T (x, t) | µ

}
≤ Ce−x, (T̂ )

P {r(F ,Fµ̂) > ε̂F (x, t) | µ} ≤ Ce−x, (F̂ )

Let Zµ ∼ N(0,Ξµ) be centred Gaussian matrix s.t.,

sup
z>0

∣∣P{∥∥F−1 (Tµ̂ − Tµ)
∥∥
F
≤ z | µ

}
− P

{
∥Zµ∥F ≤ z | µ

}∣∣ ≤ ε̂G(t). (Ĝ)

We denote
ε̂(x, t)

def
= 6

√
κ(F ) (cB ε̂T (x, t) + ε̂F (x, t)) .
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Lemma 3.3 (Gaussian approximation forW(Bµ, Bµ̂)). DenoteΞ′
µ

def
= AΞµA. Let Assumptions (T̂ ), (F̂ )

and (Ĝ) be fulfilled. Then, on the event

{
µ ∈ At, ρ ≤ 1

12
√
κ(B)

}
, it holds that

sup
z≥0

|P {W(Bµ̂, Bµ) ≤ z | µ} − P {∥AZµ∥F ≤ z | µ}| ≤ Ê(t),

Ê(t) def
= ε̂G(t) + C · inf

x∈X̂(t)

e−x + γ(Ξ′
µ)
√
κ(B) (ρ+ ε̂(x, t))

∥A∥∥F−1Tµ∥F√
tr(Ξ′

µ)
+ 1

 ,

X̂(t)
def
=

{
x : ε̂(x, t) ≤ 1

12
√
κ(B)

}
.

The proof is in Appendix B.1.

4 Bootstrap validity

To complete the proof, one has to ensure ∥AZ∥F
d
≈ ∥AZµ∥F. The approximation relies on the

following assumption,

P
{
∥Ξ− Ξµ∥1 > εΞ(x)

}
≤ Ce−x, (Ξ)

with ∥·∥1 being 1-Schatten norm.

Theorem 4.1 (Bootstrap validity). Let all Assumptions (T ) – (Ξ) be fulfilled. Denote Ξ′ def
= AΞA and

let t ≥ 0 be s.t.

εΞ(t) ≤ C
Λ2

2

(
Ξ′)

∥A∥2
∥∥Ξ′∥∥ . (4.1)

Then with probability at least 1− Ce−t,

sup
z≥0

|P {W(Bµ, B) ≤ z} − P {W(Bµ̂, Bµ) ≤ z | µ}| ≤ Γ (t),

Γ (t) = Cκ(Ξ′)∥A∥2εΞ(t)+

+ εG + C · inf
x∈X

{
e−x + γ(Ξ′)

√
κ(B)ε(x)

}
+

+ ε̂G(t) + C · inf
x∈X̂(t)

{
e−x + γ(Ξ′)

√
κ(B) (ε(t) + ε̂(x, t))

(
∥A∥∥F−1∥√

tr(Ξ′)
εT (t) + 1

)}
,

where

X
def
=

{
x : ε(x) ≤ 1

6
√
κ(B)

}
, X̂(t)

def
=

{
x : ε̂(x, t) ≤ 1

12
√
κ(B)

}
.

The proof is in Appendix C. We note that a similar result for ∥B − Bµ∥F and ∥Bµ̂ − Bµ∥F can be
easily obtained.
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5 Multiplier bootstrap

To illustrate the method, we consider the setting presented in Section 1.3. We assume that both the
data distribution P and the weight distribution W are sub-exponential.

Let ∥·∥ψα be the Orlicz ψα-norm. In what follows, we consider only the cases α = 1, 2. Recall that
∥X∥ψ1 ≤ C and ∥X∥ψ2 ≤ C characterize sub-exponential and sub-Gaussian random variables,
respectively.

Let S1, . . . , Sn ∈ H++(d) be i.i.d. random observations, where Si
iid∼ P . We assume that

∥trSi∥ψ1 = vP <∞, (P )

We also assume that the bootstrap weights are independent of the data. Specifically, let w1, . . . , wn be

i.i.d. random variables, where wi
iid∼ W satisfying

w ∼ W, ∥w − 1∥ψ1
= vw <∞, Ew = Varw = 1. (W )

Some specific examples are the exponential, the Poisson, or the Bernoulli weights.

Following the accepted notations, we define:

Pn
def
= µ =

1

n

∑
i

δSi
, Pw

def
= µ̂ =

1

n

∑
wiδSi

. (5.1)

Consequently, we define:

B
def
= B(P ), Bn

def
= Bµ = B(Pn), Bw

def
= Bµ̂ = B(Pw). (5.2)

We note that in the case of Bernoulli or Poisson weights, it is possible for
∑

iwi = 0, which would
result in Bw = 0. This introduces an additional term in the approximation bound Γ (t).

By definition (see (2.3)) F = F(P ) = −EdT S1
B . We set

Ξ
def
=

1

n
F−1

[
E
(
T S1
B − I

)
⊗
(
T S1
B − I

)]
F−1.

Theorem 5.1. Let Assumptions (P ) and (W ) be fulfilled. Let p0 be the probability of observing wi = 0,
i.e., p0 = Pw{wi = 0}. Then, with h.p.

sup
z≥0

∣∣P{√nW(Bn, B) ≤ z
}
− P

{√
nW(Bw, Bn) ≤ z | µ

}∣∣ ≤ Γ (t) + pn0 .

Moreover, denote σ2
T

def
= E ∥T1∥2F, σ2

F
def
=
∥∥∥E (dT S1

B − F
)2∥∥∥, and let Ĉε, CT , CG > 0 be dimension-

free constants. Then, for sufficiently large n (depending on t),

Γ (t) ≲ d3
√
CG
n

+ κ(Ξ′)∥A∥2
∥∥F−1

∥∥2σ2
T

√Ĉε
n

(
t + log

nd

Ĉε

)
+

√
CT
n

(t+ d2)

 .

Appendix D contains the proof. The explicit expressions of constants Ĉε, CT , CG can be found in
(D.10), (D.8) and (D.9), respectively. The explicit condition on the sample size n is in (D.11).

Remark 5.2. The rate d3√
n

is due to the technique used in the proof of the Gaussian approximation

results (see Lemma D.6 and D.7). Specifically, we get d3 instead of d3/2 because the results are in the
space of d× d matrices.
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5.1 Ideas behind the proof

The proof of the theorem relies on verifying all the assumptions outlined in Section 3 and Section 4.
The following lemma plays a crucial role in this validation.

Lemma 5.3. Let Assumption (P ) be true. Then for fixed B ∈ H++(d) and S ∼ P it holds for some
constants vS, vT , vF > 0, that∥∥∥∥S∥1/2∥∥∥

ψ2

≤ vS,
∥∥∥∥T SB∥∥F∥∥ψ2

≤ vT ,
∥∥∥∥dT S

B

∥∥∥∥
ψ2

≤ vF .

We explicitly estimate the bounding terms from all Assumptions (T ) – (Ξ) and summarize them in Tab.
2 and Tab. 3. For the sake of simplicity, we omit the explicit constants. However, they can be tracked in
the proofs in Appendix D.

Assumption (P ) ensures that Assumptions (P ) and (W ) ensure that
Assumption (T ) holds due to Lemma D.4,

εT (x) ≲ σT

√
x

n

Assumption (T̂ ) holds due to Lemma D.5,

ε̂T (x; t) ≲ σT

√
x

n

A
ss

um
pt

io
ns

va
lid

at
in

g
G

A
R Assumption (F ) holds due to Lemma D.8,

εF (x) ≲ ∥F−1∥σF

√
x + log d

n

Assumption (F̂ ) holds due to Lemma D.9,

ε̂F (x, t) ≲ (∥F−1∥σF + 1)×

×
√

x + t + log d

n

Assumption (G) holds due Lemma D.6,

εG ≲ d3
√
CG
n

Assumption (Ĝ) holds due to Lemma D.7,

ε̂G(t) ≲ d3
√
CG
n

G
A

R

The result is due Lemma D.11,

E ≲ d3
√
CG
n

+ γ(Ξ′)

√
Cε
n

log
nd

Cε

The result is due Lemma D.12,

Ê(t) ≲ d3
√
CG
n

+γ(Ξ′
µ)Mµ

√
Ĉε
n

(
t + log

nd

Ĉε

)
,

Mµ
def
= 1 +

√
tr(Ξ′)

tr(Ξ′
µ)

Table 2: Assumptions for GAR and GAR
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C
ov

.c
om

p. Assumption (Ξ) holds due Lemma D.10

εΞ(t) ≲ σ2
T∥F−1∥2

√
CT

t + d2

n

Table 3: Covariance comparison

6 Experiments on graph-structured data

The aim of this section is twofold. First, drawing on the ideas from Haasler and Frossard [2024],
we demonstrate how the multiplier bootstrap performs on both synthetic and real graph-structured
data, specifically related to brain connectomes. Second, we compare the approximating distribution
constructed via multiplier bootstrap with the asymptotic distribution presented in Corollary 2.1 of
Kroshnin et al. [2021]. The code supporting our experiments is available at https://github.
com/asuvor/bw_paper/.

6.1 Bures–Wasserstein barycenters of graphs

Haasler and Frossard [2024] propose a novel framework for defining and computing the mean of a set
of graphs using the Bures–Wasserstein distance. In the following, we adhere to this setting and present
it for completeness.

The authors focus on aligned graphs, meaning graphs with the same number of nodes, with each
node corresponding to a specific node in the other graphs. For instance, each vertex might represent a
specific area of the head where an electrode is placed to capture EEG signals. Section 6.2 introduces
this setting in more detail.

Let G be an undirected weighted graph with d nodes without self-loops. In the following, we assume
the weights to be positive. The adjacency matrix and degree matrix of G are denoted as AG and DG,
respectively. The graph Laplacian of G is defined as

L
def
= DG − AG.

Denote by G(d) the set of aligned positive-weighted and connected graphs with d nodes. The Bures–
Wasserstein distance between G1 ∈ G and G2 ∈ G(d) is

WG(G1, G2) = W(L†
1, L

†
2),

where L†
1, L†

2 are the pseudo-inverses of their graph Laplacians.

Consider a population of graphs G1, . . . , Gn ∈ G(d). Let the corresponding graph Laplacian be
L1, . . . , Ln. The authors reduce the problem of finding the barycenter of the graphs to the problem of
finding the barycenter of their inverted graph Laplacians.

Since all Gi are connected, L1, . . . , Ln share the same kernel, span(1d), where 1d ∈ Rd is the
vector of all ones. Thus, it suffices to restrict the Laplacians to the orthogonal complement of the kernel
and then compute the barycenter.

In what follows, we denote restricted inverse graph Laplacians as

Si
def
= U⊤

1d
L†
iU1d

=
(
U⊤
1d
LiU1d

)−1
, (6.1)

DOI 10.20347/WIAS.PREPRINT.3145 Berlin 2024

https://github.com/asuvor/bw_paper/
https://github.com/asuvor/bw_paper/


Generalized bootstrap in the Bures–Wasserstein space 15

with U1d
∈ Rd×(d−1) being a matrix of an orthonormal basis on span(1d)

⊥. By construction, Si ∈
H++(d− 1).

In many practical problems, observed graphs are supposed to be i.i.d., Gi
iid∼ PG. Consequently, the

corresponding graph Laplacians Li and their inverted restrictions Si are i.i.d. (Si
iid∼ P ).

6.2 Data used in experiments

Brain connectomes are complex networks representing the connections between different brain regions.
These connections include the physical links between neurons (nerve cells) and the functional con-
nections between brain regions, which are determined by patterns of neuronal activity. Understanding
its structure and function is crucial for uncovering how the brain processes information and produces
behavior [Bullmore and Sporns, 2009, Fornito et al., 2016a].

A connectome can be represented as a graph. The nodes correspond to individual brain regions, and
the edges correspond to connections, pathways, or interactions. This representation serves as the
foundation for all subsequent investigations into the organization of the network [Fornito et al., 2016b].
To illustrate bootstrap performance, we use two data sets related to connectomes.

Synthetic data To generate the synthetic data, we use the weighted stochastic block model. It is
well suited for describing natural phenomena. For example, Faskowitz et al. [2018] applied it to human
connectomes.

Real data To illustrate the performance on real-world data, we use the EEGBCI dataset documented
by Schalk et al. [2004]. This dataset contains electroencephalographic (EEG) recordings intended for
brain-computer interface (BCI) research.

6.3 Experiments on synthetic data: bootstrap vs. asymptotic confidence sets

This section compares asymptotic confidence sets with the non-asymptotic ones introduced in Kroshnin
et al. [2021]. We briefly recall the concept of asymptotic confidence sets, followed by a detailed
presentation of the data-generating model and the simulation results.

Asymptotic confidence sets Let S1, . . . , Sn be i.i.d., Si
iid∼ P , with P satisfying Assumption (P ).

Let Pn be an empirical counterpart of P (see (5.1)). Recall that

B = B(P ), Bn = B(Pn).

Further, we set the scaling operator Fn and the empirical covariance of T Si
Bn

to be

Fn
def
= − 1

n

∑
i

dT Si
Bn
, Σn

def
=

1

n

∑
i

(
T Si
Bn

− I
)
⊗
(
T Si
Bn

− I
)
. (6.2)

And let Z be a centered Gaussian vector, Z ∼ N(0,Ξn) with Ξn
def
= F−1

n ΣnF
−1
n . Corollary 2.1 by

Kroshnin et al. [2021] ensures that

√
nW(Bn, B)

d
≈
∥∥B1/2

n dTBn
Bn

(Z)
∥∥
F
, as n→ ∞. (6.3)
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We aim to compare this confidence set with the one presented in Section 5. For completeness, we
recall it here.

Given the distribution W of the bootstrap weights w1, . . . , wn, wi
iid∼ W , we construct Pw =

1
n

∑
iwiδSi

and the bootstrap barycenter Bw = B(Pw) (see (5.2)). Theorem 5.1 ensures

√
nW(Bn, B)

d
≈

√
nW(Bw, Bn). (6.4)

Computational aspects. We use the iterative algorithm proposed by Álvarez-Esteban et al. [2016] to
compute the barycenters. The computation complexity of a barycenter can be estimated as follows. Let
I denote the average number of iterations in the iterative algorithm. Thus, computing the barycenter
requiresO(I ·n ·K(d)) operations, where K(d) is the complexity of matrix operations (matrix inversion
and matrix square root computations).

The best-known complexity for matrix inversion is approximately O(d2.38). Moreover, to the best
of our knowledge, the complexity of computing the square root of a matrix is O(d3). Therefore,
K(d) = O(d3), resulting in a total computational complexity of O(I · n · d3).
Thus, the computational complexity of the multiplier bootstrap is O(M · I · n · d3), where M is the
number of resamplings.

To measure the computational complexity of estimating the asymptotic distribution, we note that
the operator dT S

B (X) admits an explicit representation; see Lemma A.2 by Kroshnin et al. [2021].
Specifically, computing each entry in its matrix representation requires O(d2) operations. Since
the operator’s dimension is d(d+1)

2
, the total complexity of constructing the matrix representation is

O(d2 · (d2)2) = O(d6).

Therefore, computing the representation of Fn (see (6.2)) requires O(n · d6) operations. Additionally,
sampling a Gaussian matrix Z involves O(d4) operations. Thus, the total complexity can be estimated
as O(n · d6 +M · d4), where M is the number of resamplings.

Therefore, for large d, estimating the asymptotic distribution can be significantly more resource-intensive
compared to the bootstrap method.

Weighted stochastic block model (WSBM) We use WSBM data to compare non-asymptotic and
asymptotic confidence sets.

Each generated graph G has d nodes divided into two non-overlapping groups (communities). The size
of each group is random: the first group contains d1 =

d
2
− Unif{−2, 2} nodes, and the second group

contains d2 = d− d1 nodes.

The corresponding adjacency matrix A ∈ Rd×d has a block structure

A =

(
C11 C12

C21 C22

)
,

where C11 and C22 represent intra-group connections and C12 = CT
21 represents inter-group connec-

tions.

The probabilities of observing a non-zero edge between each pair of nodes within the corresponding
blocks are p11 = 0.8, p22 = 0.7, p12 = p21 = 0.3. The weights within each block are i.i.d. Poisson,

a ∼


Po(20) for a ∈ C11,

Po(15) for a ∈ C22,

Po(6) for a ∈ C12, C21.
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To ensure that a generated graph is connected, we consider A+ εE, with E being d× d matrix of all
ones. In the experiments, we set ε = 1.

Experiments We consider two scenarios with dimensions d = 8 and d = 40. We generated
N = 8000 d× d WSBM adjacency matrices to model the population and constructed Si as in (6.1).
This experimental setup aligns with the framework introduced in Section 5.

The population barycenterB is computed using the entire dataset. We estimate the empirical barycenter
Bn for different sample sizes n ∈ {10, 30, 100}.

To estimate the empirical cumulative distribution function (ECDF) of
√
nW(Bn, B), we subsample n

observations with replacement from the entire population. For estimating the ECDFs of
√
nW(Bn, Bw),

we employ the multiplier bootstrap method as described in (6.4) and set the bootstrap weights to be
Poisson, wi ∼ Po(1). To compute the asymptotic confidence sets, we utilize the procedure outlined in
(6.3).

Figures 1 and 2 present the results for d = 8 and d = 40, respectively. The dark-blue ECDF
represents the distribution of

√
nW(B,Bn). The light-blue ECDFs correspond to the distributions of√

nW(Bn, Bw) (upper panel), while the orange ECDFs depict the distributions of ∥B1/2
n dTBn

Bn
(Z)∥

(middle panel). For each sample size n and each case, we generate 100 independent curves.

Finally, to evaluate the quality of the approximations provided by (6.4) and (6.3), we compute the
Kolmogorov distance between the ECDF of

√
nW(B,Bn) and the realizations of

√
nW(Bn, Bw) and

∥B1/2
n dTBn

Bn
(Z)∥, respectively.

The lower panel illustrates the distributions of the Kolmogorov distances: the light-blue curves corre-
spond to the bootstrap case, while the orange curves represent the asymptotic case.

For each dimension d, sample size n, and approximation method, the mean Kolmogorov distance and
its standard deviation are displayed at the bottom right corner of the corresponding subplot.

6.4 Experiments on connectomes

The EEGBCI dataset contains EEG recordings from 64 electrodes from 109 participants. Each partici-
pant completed 14 sessions, corresponding to a distinct motor imagery task, i.e., a task associated
with imagined movements.

Each electrode captures electrical activity from a particular region of the scalp and the underlying brain
regions when a person fulfills an imagery task. From these recordings, functional connectomes were
constructed.

Functional connectomes are networks that show how different brain regions connect and interact
based on EEG data. Each node corresponds to a particular brain region. Edge weights represent the
interactions between these regions, quantified using some chosen connectivity metric.

To construct the connectomes, we used EEG signals from 3 tasks (imagining moving the left hand and
the feet). The edge weight between two nodes is the envelope correlation between the EEG signals
from the corresponding pairs of electrodes.

Thus, we got 109 connectomes of size 64× 64. We convert them to projected graph Laplacians as
described in Section 6.2.

Using the entire population, we computed the true barycenter B of the observed restricted graph
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Figure 1: WSBM data, d = 8. Empirical cumulative distribution functions (ECDFs) of
√
nW(B,Bn)

(dark blue),
√
nW(Bn, Bw) (light blue), and ∥B1/2

n dTBn
Bn

(Z)∥ (orange) are shown. All ECDFs are
computed using 1000 observations. The lower panel shows the distribution of the Kolmogorov distance
between the true ECDF and the bootstrap curves (light blue), as well as between the true ECDF and
the “asymptotic” curves (orange).

Laplacians S1, . . . , S109. To estimate the distribution of
√
nW(B,Bn) (for n = 10, 50, 70), we

sampled with replacement from the population. To estimate the distribution of
√
nW(Bn, Bw), we

employed the multiplier bootstrap approach as outlined in (6.4) , using Poisson-distributed weights
wi ∼ Po(1).

Figure (3) presents the result.

For each sample size n, the mean Kolmogorov distance and its variance are displayed in the bottom-
right corner of the corresponding subplot.
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Figure 2: WSBM data, d = 40. Empirical cumulative distribution functions (ECDFs) of
√
nW(B,Bn)

(dark blue),
√
nW(Bn, Bw) (light blue), and ∥B1/2

n dTBn
Bn

(Z)∥ (orange) are shown. All ECDFs are
computed using 1000 observations. The lower panel shows the distribution of the Kolmogorov distance
between the true ECDF and the bootstrap curves (light blue), as well as between the true ECDF and
the “asymptotic” curves (orange).

Figure 3: EEGBCI data, d = 64. Empirical distribution functions for
√
nW(Bn, Bw) (light-blue) and√

nW(Bn, B) (dark-blue). To compute Bw, we use the Poisson weights, w ∼ Po(1).
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Rafał Bistroń, Michał Eckstein, and Karol Życzkowski. Monotonicity of the quantum 2-wasserstein
distance. arXiv preprint arXiv:2204.07405, 2022.

Asuka Takatsu et al. Wasserstein geometry of Gaussian measures. Osaka Journal of Mathematics, 48
(4):1005–1026, 2011.

Donald Bures. An extension of kakutani’s theorem on infinite product measures to the tensor product of
semifinite w*-algebras. Transactions of the American Mathematical Society, 135:199–212, 1969.

Martial Agueh and Guillaume Carlier. Barycenters in the Wasserstein space. SIAM Journal on
Mathematical Analysis, 43(2):904–924, 2011.

Pedro C Álvarez-Esteban, E Del Barrio, JA Cuesta-Albertos, and C Matrán. A fixed-point approach
to barycenters in wasserstein space. Journal of Mathematical Analysis and Applications, 441(2):
744–762, 2016.

DOI 10.20347/WIAS.PREPRINT.3145 Berlin 2024



Generalized bootstrap in the Bures–Wasserstein space 23

Sinho Chewi, Tyler Maunu, Philippe Rigollet, and Austin J Stromme. Gradient descent algorithms for
Bures–Wasserstein barycenters. arXiv preprint arXiv:2001.01700, 2020.

Friedrich Götze, Alexey Naumov, Vladimir Spokoiny, and Vladimir Ulyanov. Large ball probabilities,
gaussian comparison and anti-concentration. Bernoulli, 25(4A):2538–2563, 2019.

Ed Bullmore and Olaf Sporns. Complex brain networks: graph theoretical analysis of structural and
functional systems. Nature reviews neuroscience, 10(3):186–198, 2009.

Alex Fornito, Andrew Zalesky, and Edward Bullmore. Fundamentals of brain network analysis. Academic
Press, 2016a.

Alex Fornito, Andrew Zalesky, and Edward T Bullmore. Chapter 3-connectivity matrices and brain
graphs. Fundamentals of brain network analysis, pages 89–113, 2016b.

Joshua Faskowitz, Xiaoran Yan, Xi-Nian Zuo, and Olaf Sporns. Weighted stochastic block models of
the human connectome across the life span. Scientific reports, 8(1):1–16, 2018.

Gerwin Schalk, Dennis J McFarland, Thilo Hinterberger, Niels Birbaumer, and Jonathan R Wolpaw.
Bci2000: a general-purpose brain-computer interface (bci) system. IEEE Transactions on biomedical
engineering, 51(6):1034–1043, 2004.

Alexey Kroshnin and Alexandra Suvorikova. Bernstein-type and bennett-type inequalities for unbounded
matrix martingales. arXiv preprint arXiv:2411.07878, 2024.

V. Bentkus. On the dependence of the Berry–Esseen bound on dimension. Journal of Statistical
Planning and Inference, 113(2):385–402, 2003. ISSN 03783758.

Vidmantas Bentkus. A lyapunov-type bound in rd. Theory of Probability & Its Applications, 49(2):
311–323, 2005.

Joel Tropp. User-friendly tail bounds for sums of random matrices. Foundations of computational
mathematics, 12:389–434, 2012.

DOI 10.20347/WIAS.PREPRINT.3145 Berlin 2024



A. Kroshnin, V. Spokoiny, A. Suvorikova 24

Appendix A Approximation bounds in the Bures–Wasserstein
space

This Section relies on the results from Kroshnin et al. [2021]. For the sake of completeness, we provide
Lemma A.3 from there.

Statement A.1. For any S ∈ H+(d) , Q ∈ H++(d) , the properties of operator dT S
Q are following:

(I) it is self-adjoint;

(II) it is negative semi-definite;

(III) it enjoys the following bounds:

−
〈
dT S

Q(X), X
〉
≤
λ
1/2
max

(
S1/2QS1/2

)
2

∥Q−1/2XQ−1/2∥2F,

−
〈
dT S

Q(X), X
〉
≥
λ
1/2
min

(
S1/2QS1/2

)
2

∥Q−1/2XQ−1/2∥2F;

(IV) it is homogeneous w.r.t. Q with degree −3
2

and w.r.t. S with degree 1
2
, i.e. dT S

aQ = a−3/2dT S
Q

and dT aS
Q = a1/2dT S

Q for any a > 0;

(V) it is monotone w.r.t. S1/2QS1/2 (once range S is fixed): dT S0
Q0

≼ dT S1
Q1

in the sense of

self-adjoint operators on H(d) whenever S1/2
0 Q0S

1/2
0 ≼ S

1/2
1 Q1S

1/2
1 and range(S0) =

range(S1) ; in particular, dT S
Q is monotone w.r.t. Q ∈ H++(d) for fixed S.

Let Q ∈ H++(d) and define

AQ
def
=

(
−1

2
dTQ

Q

)1/2

.

Lemma A.3 by Kroshnin et al. [2021] ensures its existence.

Lemma A.2 (Properties of of AQ). The following equalities hold

∥AQ∥ =
1

2
√
λmin(Q)

,
∥∥A−1

Q

∥∥ = 2
√
λmax(Q). (A.1)

Moreover, let U(H(d)) be the set of unitary operators on H(d). There exists a unitary operator
UQ ∈ U(H(d)) s.t. for any X ∈ H(d) holds

(UQAQ)X = Q1/2dTQ
Q (X). (A.2)

Proof. First we prove (A.2). Without loss of generality, letQ be a diagonal matrix, i.e.Q = diag(q1, . . . , qd).
It is enough to consider diagonal Q, because for any unitary U

TUSU
∗

UQU∗ = UT SQU
∗.

Moreover, X ∈ H(d) is a matrix as well: X = (Xij) with i, j ∈ {1, . . . , d}.
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Using the explicit expression for dTQ
Q (X) (see formula (A.2) by Kroshnin et al. [2021]), we get

−
〈
dTQ

Q (X), X
〉
=

d∑
i,j=1

Xij

qi + qj
Xij =

d∑
i,j=1

(qi + qj)

(
Xij

qi + qj

)2

= 2
d∑

i,j=1

(
√
qi

Xij

qi + qj

)2

= 2
∥∥∥Q1/2dTQ

Q (X)
∥∥∥2
F
.

Then ∥AQ(X)∥F =
∥∥∥Q1/2dTQ

Q (X)
∥∥∥
F

. Thus, these operators are unitary equivalent.

Now we prove (A.1). The above chain of equations ensures

∥AQ(X)∥2F =
1

2

d∑
i,j=1

X2
ij

qi + qj
.

This yields
1

4λmax(Q)
∥X∥2F ≤ ∥AQ(X)∥2F ≤ 1

4λmin(Q)
∥X∥2F.

One can show in the same way as in the proof of Corollary A.2 by Kroshnin et al. [2021] that these
inequalities are sharp. The result follows immediately.

Lemma A.3 (Local Lipschitz continuity of AQ). Let B,Q ∈ H++(d). If r(B,Q) ≤ 1/2,

∥AB −AQ∥ ≤ r(B,Q) · ∥AB∥.

Proof. Let Q′ = B−1/2QB−1/2. Lemma A.1 ensures that the mapping Q 7→ dTQ
Q is monotone and

(−1)-homogeneous. Then Q 7→ AQ is antimonotone and (−1
2
)-homogeneous. This entails(

1− 1

2
r(B,Q)

)
AB ≼

1√
λmax(Q′)

AB ≼ AQ,

AQ ≼
1√

λmin(Q′)
AB ≼ (1 + r(B,Q))AB.

This yields the result.

Now we are ready to prove Lemma 2.1.

Proof of Lemma 2.1. For simplicity, we denote

S ′
Q := Q−1/2SQ−1/2, Q′

B := B−1/2QB−1/2, S ′
B := B−1/2SB−1/2.

Lemma A.6 by Kroshnin et al. [2021] ensures

− 2(
1 + λ

1/2
max(S ′

Q)
)2 〈dTQ

Q (S −Q), S −Q
〉
≤ W2(S,Q)

≤ − 2(
1 + λ

1/2
min(S

′
Q)
)2 〈dTQ

Q (S −Q), S −Q
〉
.
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Due to the monotonicity and homogeneity of the operator dT S
Q (see (IV) and (V) in Lemma A.1), it

holds that

dTQ
Q ≼ dT

λmax(Q′
B)B

λmax(Q′
B)B =

1

λmax(Q′
B)

dTB
B ,

dTQ
Q ≽ dT

λmin(Q
′
B)B

λmin(Q
′
B)B =

1

λmin(Q′
B)

dTB
B .

Combining these inequalities with (A.2), we get

4∥AB(S −Q)∥2F
λmax(Q′

B)
(
1 + λ

1/2
max(S ′

Q)
)2 ≤ W2(S,Q) (A.3)

≤ 4∥AB(S −Q)∥2F
λmin(Q′

B)
(
1 + λ

1/2
min(S

′
Q)
)2 .

The last step is to get the bounds on λmin(Q
′
B) and λmax(Q

′
B). Let

rQ := r(B,Q), rS := r(B, S).

It holds
1− rQ ≤ λmin(Q

′
B) ≤ λmax(Q

′
B) ≤ 1 + rQ.

Assumption rQ ≤ 1
2

yields

λ−1/2
max (Q′

B) ≥ 1− 1

2
rQ, λ

−1/2
min (Q′

B) ≤ 1 + 2rQ.

Further, assumptions rQ ≤ 1
2

and rS ≤ 1
2

yield

λmin(S
′
Q) ≥

λmin(S
′
B)

λmax(Q′
B)

≥ 1− rQ − rS, λmax(S
′
Q) ≤

λmax(S′
B)

λmin(Q
′
B)

≤ 1 + 2rQ + 2rS.

Then
2

1+λ
1/2
max(S

′
Q)

≥ 1− 1

2
rQ − 1

2
rS,

2

1+λ
1/2
min(S

′
Q)

≤ 1 + rQ + rS.

Thus, we obtain

2λ−1/2
max (Q′

B)
(
1 + λ1/2max(S

′
Q)
)−1 ≥ 1− rQ − 1

2
rS,

2λ
−1/2
min (Q′

B)
(
1 + λ

1/2
min(S

′
Q)
)−1

≤ 1 + 4rQ + 2rS.

Combining these inequalities with (A.3), we get the result.

In the rest of this section, we will use the following notations,

rB := r(B,Bµ), rF := r(F ,Fµ), r := rB + rF , ρ := 2
√
κ(F )r.

The next lemma bounds the operator Dµ defined in (2.7). This result is crucial for the proof of
Lemma 2.2.
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Lemma A.4 (Bounds on Dµ). If r ≤ 1
2
, then

1

1 + 2r
F ≼ Dµ ≼

1

1− r
F .

Proof. Let Bt = (1− t)B + tBµ. Lemma A.4 by Kroshnin et al. [2021] ensures

1

1− rB
dT S

B ≼

1∫
0

dT S
Bt
dt ≼

1

1 + 3
4
rB

dT S
B .

Now recall the definition on the operator Fµ (see (2.3)). Integrating the above inequality over dµ(S),
we get

1

1 + 3
4
rB

Fµ ≼ Dµ ≼
1

1− rB
Fµ.

Since rF = ∥F−1/2FµF
−1/2 − I∥, it holds

(1− rF )F ≼ Fµ ≼ (1 + rF )F .

Combining these bounds, we obtain:

1

1 + 2r
F ≼

1− rF
1 + 3

4
rB

F ≼ Dµ ≼
1 + rF
1− rB

F ≼
1

1− r
F .

Proof of Lemma 2.2. To prove (2.6), we use Lemma 2.1 and set Q = B, S = Bµ. This yields∣∣∣∣W(Bµ, B)

∥AB∆∥F
− 1

∣∣∣∣ ≤ 2rB.

Combining the above line of reasoning with the triangle inequality, we get∣∣∣∣ ∥AB∆∥F
∥AF−1Tµ∥F

− 1

∣∣∣∣ ≤ ∥A (B∆ − F−1Tµ)∥F
∥AF−1Tµ∥F

≤ κ(A)
∥B∆ − F−1Tµ∥F

∥F−1Tµ∥F

by (2.5)
≤

√
κ(B)ρ.

Note that the last inequality holds due to κ(A) =
√
κ(B) (see Lemma A.2). Combining the above

bounds, we get ∣∣∣∣ W(Bµ, B)

∥AF−1Tµ∥F
− 1

∣∣∣∣ ≤ 2rB + (1 + 2rB)

∣∣∣∣ ∥AB∆∥F
∥AF−1Tµ∥F

− 1

∣∣∣∣
≤ 2rB + 2

∣∣∣∣ ∥AB∆∥F
∥AF−1Tµ∥F

− 1

∣∣∣∣ ≤ 3
√
κ(B)ρ.

The second and the third inequalities rely on r ≤ 1
2

and 2rB ≤ ρ, respectively.

Proof of Corollary 2.3. Claim (2.9) follows directly from (2.5). Next, we prove (2.10). For the moment
we set

∆ := Bµ −Bν − F−1 (Tµ − Tµ̂) ,
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and
r̂B := r(B,Bµ̂), r̂F := r(F ,Fµ̂), r̂ := r̂B + r̂F, ρ̂ := 2

√
κ(F ) r̂.

Lemma 2.1 combined with (2.9) yields

|W(Bµ, Bν)− ∥AF−1 (Tµ − Tµ̂)∥F|
≤ (4rB + 2r̂B) ∥A (Bµ −Bν)∥F + ∥A∆∥F
= (4rB + 2r̂B) ∥A

(
∆+ F−1 (Tµ − Tµ̂)

)
∥F + ∥A∆∥F

≤ (4rB + 2r̂B) ∥AF−1 (Tµ − Tµ̂)∥F + (1 + 4rB + 2r̂B) ∥A∆∥F
by (2.9)

≤ (4rB + 2r̂B + ρ̂ (1 + 4rB + 2r̂B)) ∥A∥∥F−1 (Tµ − Tµ̂)∥F
+ (1 + 4rB + 2r̂B) (ρ+ ρ̂ ) ∥A∥∥F−1Tµ∥F
≤ 6κ(A)(ρ̂+ ρ)∥AF−1 (Tµ − Tµ̂)∥+ 4(ρ̂+ ρ)∥A∥∥F−1Tµ∥.

Appendix B Proofs of Gaussian approximations

The first result in this section investigates the properties of κ(·) introduced by (3.1).

Lemma B.1 (Bounds on κ(·)). Let Ψ and Φ be symmetric operators, s.t. ∥Φ− Ψ∥1 ≤
Λ2
2(Ψ)

4∥Ψ∥ , with

∥·∥1 be 1-Schatten norm. Then the following bounds hold,

κ(Φ) ≤ 2κ(Ψ ), trΦ ≤ 5
4
trΨ .

Proof. Note, that Λ2
2 (Ψ ) ≤ Λ2

1 (Ψ ) ≤ ∥Ψ∥ tr(Ψ ) and therefore,

tr (Φ) ≤ tr(Ψ ) + ∥Φ− Ψ∥1 ≤
5

4
tr(Ψ ).

By the definition of Λ2
r(·), Λ2

r (Φ) ≥ Λ2
r (Ψ )− ∥Ψ∥∥Φ− Ψ∥1 , then

Λ2
1 (Φ)Λ2

2 (Φ) ≥ Λ2
1 (Ψ )Λ2

2 (Ψ )−
(
Λ2

1 (Ψ ) + Λ2
2 (Ψ )

)
∥Ψ∥∥Φ− Ψ∥1.

Then it follows that

κ(Φ) ≤ κ(Ψ )
(
1− Λ2

1(Ψ)+Λ2
2(Ψ)

Λ2
1(Ψ)Λ2

2(Ψ)
∥Ψ∥∥Φ− Ψ∥1

)−1

≤ κ(Ψ )
(
1− 2 ∥Ψ∥

Λ2
2(Ψ)

∥Φ− Ψ∥1
)−1

≤ 2κ(Ψ ).

Lemma B.2 (Anti-concentration). Let G ∼ N(0,K) be a Gaussian vector taking values in some
Hilbert space H . Then for any ε, x ≥ 0 the following anti-concentration bound holds:

P {x ≤ ∥G∥H ≤ x+ ε} ≤ Cγ(K)
ε√

tr(K)
.
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Proof. For any x, h, ε > 0 it holds that

(x+ ε)2 ≤

{
x2
(
1 + ε

h

)2
, h ≤ x,

x2 + 2hε+ ε2, h > x.

Thus, the union bound and Theorem 2.7 by Götze et al. [2019] yield

P {x ≤ ∥G∥H ≤ x+ ε} ≤P
{
x2 ≤ ∥G∥2H ≤ x2 + 2hε+ ε2

}
+ P

{
x ≤ ∥G∥H ≤ x

(
1 +

ε

h

)}
≤Cκ(K)

(
hε+ ε2 +

ε

h
tr(K)

)
≤ Cκ(K)

(
ε
√
tr(K) + ε2

)
,

where the last inequality is ensured by h =
√
trK. The above inequality can be rewritten as

P {x ≤ ∥G∥H ≤ x+ ε} ≤ Cγ(K)

(
ε√

tr(K)
+

ε2

tr(K)

)
.

Since γ(K) ≥ 1 and the probability on the l.h.s. is bounded by 1, it is enough to consider the case
ε ≤

√
tr(K). Thus, we obtain

P {x ≤ ∥G∥H ≤ x+ ε} ≤ Cγ(K)
ε√

tr(K)
.

B.1 GAR for bootstrap validity

Before getting the main results, we write down some trivial but useful bounds.

Lemma B.3. Let Assumptions (T ) and (F ) be fulfilled. Then with probability at least 1− Ce−x it holds

r(B,Bµ) ≤ cBεT (x) r(F ,Fµ) ≤ εF (x), ρ ≤ ε(x). (B.1)

If Assumptions (T̂ ) and (F̂ ) hold as well, then, conditioned on any µ ∈ At, it holds with probability
1− Ce−x,

r(B,Bµ̂) ≤ cB ε̂T (x, t), r(F ,Fµ̂) ≤ ε̂F(x, t), ρ̂ ≤ ε̂(x, t). (B.2)

Proof. The proof is trivial and follows from Lemma 2.4.

Proof of Lemma 3.2. We set

X = W(Bµ, B), Y =
∥∥AF−1Tµ

∥∥
F
, G = AZ.

Assumption (GAR-I) holds due to (2.6) and (B.1):

|X − Y | ≤ 3
√
κ(B)ρY ≤ 3

√
κ(B)ε(x)Y,

the last inequality holds with probability at least 1− Ce−x for all x, s.t. ε(x) ≤ 1

6
√
κ(B)

.

Assumption (GAR-II) is fulfilled due to Assumption (G). The result follows immediately from Lemma 3.1.
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Proof of Lemma 3.3. We have to check Assumptions (GAR-I) and (GAR-II). We set

X = W(Bµ̂, Bµ), Y =
∥∥AF−1 (Tµ̂ − Tµ)

∥∥
F
, G = AZµ.

Assumption (GAR-I) is valid due to Corollary 2.3 and assumptions r ≤ 1
2
, r̂ ≤ 1

2
,

|X − Y | ≤ 6κ(A) (ρ̂+ ρ)Y + 4 (ρ̂+ ρ) ∥A∥∥F−1Tµ∥F.

Note that Lemma (A.2) ensures κ(A) =
√
κ(B). Using Lemma B.3, we get

|X − Y | ≤ 6
√
κ(B) (ρ+ ε̂(x, t))Y + 4 (ρ+ ε̂(x, t)) ∥A∥∥F−1Tµ∥F.

The inequality holds with probability at least 1 − Ce−x for all x s.t. ε̂(x, t) + ρ ≤ 1

6
√
κ(B)

. Since by

assumption of the lemma ρ ≤ 1

12
√
κ(B)

, we get ε̂(x, t) ≤ 1

12
√
κ(B)

.

Assumption (GAR-II) is valid due to Assumption (Ĝ) with ∆ = ε̂G(t). The claim follows.

Appendix C Generalized bootstrap validity

Proof of Theorem 4.1. Lemma 3.2 and 3.3 ensure that for all z ≥ 0 with probability at least 1− Ce−t,
it holds

|P {W(Bµ, B) ≤ z} − P {∥AZ∥F ≤ z}| ≤ E ,∣∣P {W(Bµ̂, Bµ) ≤ z | µ} − P
{
∥AZµ∥F ≤ z | µ

}∣∣ ≤ Ê(t).
This yields

|P {W(Bµ, B) ≤ z} − P {W(Bµ̂, Bµ) ≤ z | µ}| (C.1)

≤
∣∣P {∥AZ∥F ≤ z} − P

{
∥AZµ∥F ≤ z | µ

}∣∣+ E + Ê(t).

First, we consider Ê(t) coming from Lemma 3.3,

Ê(t) = ε̂G(t) + C · inf
x∈X̂(t)

e−x +
√
κ(B)γ(Ξ′

µ) (ρ+ ε̂(x, t))

∥A∥∥F−1Tµ∥F√
tr(Ξ′

µ)
+ 1

 .

Lemma B.3 and Assumption (T ) ensure with probability at least 1− Ce−x′ , that

ρ ≤ ε(x′), ∥F−1Tµ∥F ≤ ∥F−1∥εT (x′).

Further, condition (4.1) and Lemma B.1 ensure

κ(Ξ′
µ) ≤ 2κ

(
Ξ′) , tr(Ξ′

µ) ≤
5

4
tr
(
Ξ′) . (C.2)

Taking into account the definition of γ(·) (3.1), we get that with probability at least 1− e−x′ ,

Ê(t) ≤ ε̂G(t) + C · inf
x∈X̂(t)

{
e−x +

√
κ(B)γ(Ξ′) (ε(x′) + ε̂(x, t))

(
∥A∥∥F−1∥√

tr(Ξ′)
εT (x

′) + 1

)}
.
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Next, we have to bound ∣∣P {∥AZ∥F ≤ z} − P
{
∥AZµ∥F ≤ z | µ

}∣∣.
Recall that A is self-adjoint. Corollary 2.3 by Götze et al. [2019] ensures,

sup
z≥0

∣∣P {∥AZ∥F ≤ z} − P
{
∥AZµ∥F ≤ z | µ

}∣∣ (C.3)

≤ C
(
κ
(
Ξ′)+ κ

(
Ξ′
µ

)) ∥∥Ξ′ − Ξ′
µ

∥∥
1
.

Taking into account (C.2) and Assumption (Ξ), we get with probability at least 1− Ce−y∥∥Ξ′ − Ξ′
µ

∥∥
1
≤ ∥A∥2∥Ξ− Ξµ∥1 ≤ ∥A∥2εΞ(y).

Combining these bounds with (C.1) and (C.3) and setting y = x′ = t, we get the result.

Appendix D Multiplier bootstrap validity

Proof of Lemma 5.3. First, Assumption (P ) ensures,∥∥∥∥S∥1/2∥∥∥
ψ2

≤
∥∥∥√trS

∥∥∥
ψ2

< +∞. (D.1)

Now we recall that T SB = B−1/2
(
B1/2SB1/2

)1/2
B−1/2. Using (D.1), we get∥∥T SB∥∥ ≤ λ

1/2
max(B)

λmin(B)
∥S∥1/2.

Thus, ∥∥T SB∥F∥ψ2 ≤ d · vS. Finally, we use the result (III) in Lemma A.1 that ensures∥∥dT S
B

∥∥ ≤
λ
1/2
max

(
S1/2BS1/2

)
2λ2min(B)

≤ λ
1/2
max(B)

2λ2min(B)
∥S∥1/2.

Combining this fact with (D.1), we get the result.

Before validating the bootstrap assumptions, we prove two auxiliary lemmas. The first lemma deals
with concentrations of sub-exponential r.v. The first two results are well-known and we provide them for
the sake of completeness.

In the following, we will often use the auxiliary concentration results. For the sake of completeness, we
provide them below. Let (x)+ = max{0, x} and log(x) = max{1, lnx}.

Statement D.1 (Theorem 2.1 [Kroshnin and Suvorikova, 2024]). Fix α ≥ 1. Let X1, . . . ,Xn ∈ H(d)
be independent and EXi = 0 for all i. Define

K = max
i

∥∥Xi∥∥ψα
, U2 def

=
∑
i

∥∥Xi∥∥2ψα
, σ2 def

=

∥∥∥∥∥∑
i

EX2
i

∥∥∥∥∥, z
def
=

(
log

U

σ

)1/α

.

Then, with probability at least 1− 2de−x,∥∥∥∥∥ 1n∑
i

Xi

∥∥∥∥∥ ≲ σ

√
x

n
+Kz

x

n
,

with ∥·∥ being the operator norm.
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Statement D.2 (Corollary 3.5 [Kroshnin and Suvorikova, 2024]). Fix α ≥ 1. Let (H, ∥·∥H) be
a separable Hilbert space and assume X1, . . . , Xn ∈ H are independent random variables s.t.
EXi = 0. Define

K
def
= max

i
∥∥Xi∥H∥ψα

, U2 def
=
∑
i

∥∥Xi∥H∥
2
ψα
, σ2 def

=
∑
i

E∥Xi∥2H , z
def
=

(
log

U

σ

)1/α

Then for x ≥ 1 with probability at least 1− e−x∥∥∥∥∥ 1n∑
i

Xi

∥∥∥∥∥
H

≲ σ

√
x

n
+Kz

x

n
.

Statement D.3. Fix α > 0. Let X1, . . . , Xn ≥ 0 be i.i.d. random variables, s.t. σ2 = EX2
1 ,

v = ∥X1∥ψα
. Let z

def
=
(
log v

σ

)1/α
. Then for any p ≥ 2 and x ≥ 0 it holds with probability at least

1− 2e−x

1

n

∑
i

Xp
i ≲ σ2(vz)p−2 + vp

(
zp + (x + log n)

p
α
−1
) x

n
.

Moreover, with probability at least 1− e−x

max
i
Xi ≤ v(x + ln 2n)1/α.

Proof. Theorem 2.1 from [Kroshnin and Suvorikova, 2024] ensures that

1

n

∑
i

Xp
i ≲ EXp

i +

√
x

n
EX2p

i + vp
(
log

v2p

EX2p
i

) p
α x

n

+ vp(x + lnn)
p
α
−1 x

n

≲ σ2

(
v
(
log

v

σ

) 1
α

)p−2

+ σ

(
v
(
log

v

σ

) 1
α

)p−2√
x

n
+ vp

((
log

v

σ

) p
α
+ (x + lnn)

p
α
−1

)
x

n

≲ σ2 (vz)p−2 + vp
(
zp + (x + lnn)

p
α
−1
) x

n
.

To get the second result, we use a well-known line of reasoning,

P
{
max
i
Xi ≥ t

}
= P

{⋃
i

{Xi ≥ t}

}
≤ 2ne−(t/v)α = eln(2n)−(t/v)α .

Throughout the rest of the text, we denote

Ti
def
= T Si

B − I.

We also write down explicitly all the terms. The T -mappings are written as

Tµ := T (Pn) =
1

n

∑
i

Ti, Tµ̂ := T (Pw) =
1

n

∑
i

wiTi,
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and the F -mappings are

F = F(P ) = −EdT S
B , Fµ = F(Pn) =

1

n

∑
i

dT Si
B , Fµ̂ = F(Pw) =

1

n

∑
i

widT
Si
B .

The vectors used for Gaussian approximation are Z ∼ N(0,Ξ) and Zµ ∼ N(0,Ξµ), where

Ξ
def
=

1

n
F−1

[
E
(
T SB − I

)
⊗
(
T SB − I

)]
F−1,

Ξµ
def
=

1

n
F−1

[
1

n

∑
i

(
T Si
B − I

)
⊗
(
T Si
B − I

)]
F−1,

with ⊗ denoting the tensor product. Throughout this section, we denote

σ2
T

def
= E ∥T1∥2F , CT

def
=

v2T
σ2
T

log
vT
σT
.

Lemma D.4 (Assumption (T )). Assumption (P ) ensures that for all x ≥ 1 and n ≳ CTx,

εT (x) ≲ σT

√
x

n
.

Proof. Let T := 1
n

∑
i Ti. We apply Statement D.2 with α = 2 and get with probability at least 1−e−x,

∥T∥F ≲ σT

√
x

n
+ vT

√
log

(
vT
σT

)
x

n
.

By substituting the condition on n, we get the result.

Now, we set

Cw
def
= (vw log vw)

2.

Lemma D.5 (Assumption (T̂ )). Assumptions (W ) and (P ) ensure that for all x, t ≥ 1

ε̂T (x; t) ≲ σT

√
x

n

whenever n ≳ CwCTx(t + log n).

Proof. First, we denote

T := Tµ̂ − Tµ =
1

n

∑
i

(wi − 1)Ti.

Note that T is centred in the bootstrap world, i.e. Ew T = 0. Further, T sub-Gaussian due to
Assumption (W ).

We apply Statement D.2 and get with probability at least 1− e−x

∥∥T∥∥
F
≲

√
1

n

∑
i

∥Ti∥2F
x

n
+max

i
∥∥(wi − 1)Ti∥F∥ψ1

z2
x

n
, (D.2)

DOI 10.20347/WIAS.PREPRINT.3145 Berlin 2024



A. Kroshnin, V. Spokoiny, A. Suvorikova 34

with

z2 = log

√∑
i∥∥(wi − 1)Ti∥F∥2ψ1∑
i Ew∥(wi − 1)Ti∥2F

= log vw.

Thus, ∥∥T∥∥
F
≲

√
1

n

∑
i

∥Ti∥2F
x

n
+ vw log vwmax

i
∥Ti∥F

x

n
.

Now we apply Lemma D.3 with α = p = 2 and get with probability at least 1− 2e−t

1

n

n∑
i=1

∥Ti∥2F ≲ σ2
T + v2T log

(
vT
σT

)
t

n
≲ σ2

T . (D.3)

Moreover, maxi∥Ti∥F ≲ vT
√
t+ log n.

Thus, one can take

ε̂(x; t) ≲ σT

√
x

n
+ vw log vwvT

√
t+ log n

x

n
≲ σT

√
x

n
.

Now, we define the covariance of Ti and its empirical counterpart,

Σ
def
= ET1 ⊗ T1, Σµ =

1

n

∑
i

Ti ⊗ Ti,

with ⊗ being the tensor product. And set

KT
def
=
∥∥∥∥Σ−1/2Ti

∥∥
F

∥∥
ψ2

≤ ∥Σ−1/2∥vT , CG
def
=

(
KT

d

)2

log
KT

d
.

Lemma D.6 (Assumption (G)). Under Assumption (P ) it holds that

εG ≲ d3
√
CG
n
.

Proof. The result follows from Theorem 1.1 by Bentkus [2003] applied to Xi = Σ−1/2Ti for all
i = 1, . . . , n. Namely,

εG ≲
1√
n
E
∥∥Σ−1/2Ti

∥∥3
F
≲

1√
n
d2KT

√
log

KT

d
,

by Lemma B.5 from [Kroshnin and Suvorikova, 2024], since E
∥∥Σ−1/2Ti

∥∥2
F
= dimΣ ≤ d2 .

Lemma D.7 (Assumption (Ĝ)). Let Assumptions (P ) and (W ) be true. For sufficiently large n, s.t.

n ≳ max

{
(t + log d)K2

T logKT , (t + log d)3/2
(
KT

d

)2
}
. (D.4)

it holds

ε̂G(t) ≲ d3
√
CG
n
.
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Proof. We denote Xi =
wi−1√
n
Σ

−1/2
µ Ti. According to Bentkus [2005], ε̂G(t) can be bounded with

(1− Ce−t)-quantile of

Ew
n∑
i=1

∥Xi∥3F =
1√
n

1

n

n∑
i=1

Ew |wi − 1|3
∥∥Σ−1/2

µ Ti
∥∥3
F
≲
vw log vw√

n

1

n

n∑
i=1

∥∥Σ−1/2
µ Ti

∥∥3
F
.

The last inequality is true because E |wi − 1|3 ≲ vw log vw.

Now, our goal is to estimate λmax(I−Σ−1/2ΣµΣ
−1/2). We will apply Bernstein inequality to random

matrices I − (Σ−1/2Ti)⊗ (Σ−1/2Ti). Notice that∥∥∥E (I − (Σ−1/2Ti)⊗ (Σ−1/2Ti)
)2∥∥∥ =

∥∥∥E ((Σ−1/2Ti)⊗ (Σ−1/2Ti)
)2 − I

∥∥∥
≤
∥∥∥E ((Σ−1/2Ti)⊗ (Σ−1/2Ti)

)2∥∥∥.
For simplicity, set Yi = Σ−1/2Ti. LetΠYi be the orthogonal projector onto span(Yi), so that Yi⊗Yi =
∥Yi∥2FΠYi . Since E∥Yi∥2FΠYi = EYi ⊗ Yi = I , by Lemma B.5 in [Kroshnin and Suvorikova, 2024]
we obtain ∥∥∥E ((Σ−1/2Ti)⊗ (Σ−1/2Ti)

)2∥∥∥ =
∥∥E(Yi ⊗ Yi)

2
∥∥

=
∥∥E(∥Yi∥FΠYi)

4
∥∥ ≲ ∥I∥K2

T log
KT

∥I∥
= K2

T logKT .

Bernstein inequality (Theorem 1.4 from Tropp [2012]) yields, with probability at least 1− e−t,

λmax(I −Σ−1/2ΣµΣ
−1/2) ≲ KT

√
t + log d

n
logKT +

t + log d

n
.

Condition (D.4) ensures that

λmax(I −Σ−1/2ΣµΣ
−1/2) ≤ 1

2
, (D.5)

thus ∥Σ−1
µ ∥ ≤ 2∥Σ−1∥.

Finally, we have to estimate 1
n

∑n
i=1

∥∥Σ−1/2Ti
∥∥3
F

. Note that E
∥∥Σ−1/2Ti

∥∥2
F
= dimΣ ≤ d2. Applying

Statement D.3 with p = 3 and α = 2, we get

1

n

n∑
i=1

∥∥Σ−1/2Ti
∥∥3
F
≲ d2KT

√
log

KT

d
+K3

T

((
log

KT

d

)3/2

+ (t + log n)
1
2

)
t

n
≲ d2KT

√
log

KT

d
.

Now, we set

σ2
F

def
=
∥∥∥E [dT S1

B − F
]2∥∥∥, CF

def
=

v2F
σ2
F

log
vF
σF
.

Lemma D.8 (Assumption (F )). Assumption (P ) ensures that for all x > 0 it holds that for sufficiently
large n, n ≳ CF (x + log d)

εF (x) ≲ ∥F−1∥σF

√
x + log d

n
.
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Proof. We set Xi = dT Si
B −EdT Si

B = dT Si
B −F . By construction X1, . . . ,Xn are i.i.d. Moreover,

Lemma 5.3 ensures that ∥X1∥ is sub-Gaussian with parameter vF . Statement D.1 ensures that with
probability at least 1− e−x,

∥F − Fµ∥ ≲ σF

√
x + ln d

n
+ vF

(
log

vF
σF

)1/2
x + ln d

n
≲ σF

√
x + log d

n
.

Taking into account that r(A,B) ≤ ∥B−1∥∥A−B∥, we get the result.

Lemma D.9 (Assumption (F̂ )). Let Assumptions (P ) and (W ) be true. For sufficiently large n ≳
CwCF (x + log d)(t + log n), it holds

ε̂F (x, t) ≲ (∥F−1∥σF + 1)

√
x + t + log d

n

Proof. We set again Xi = dT Si
B − EdT Si

B = dT Si
B − F and consider

Fµ̂ − F =
1

n

n∑
i=1

widT
Si
B − F =

1

n

n∑
i=1

(wi − 1)Xi + F · 1
n

n∑
i=1

(wi − 1) + Fµ − F .

Thus,

r(F ,Fµ̂) ≤ ∥F−1∥

∥∥∥∥∥ 1n
n∑
i=1

(wi − 1)Xi

∥∥∥∥∥+
∣∣∣∣∣ 1n

n∑
i=1

(wi − 1)

∣∣∣∣∣+ r(F ,Fµ).

Next, since the weights wi are sub-exponential with Var(w) = 1, Statement D.1 yields∣∣∣∣∣ 1n
n∑
i=1

(wi − 1)

∣∣∣∣∣ ≤
√

x

n
+

x

n
vw log vw ≲

√
x

n
.

The last step is to bound 1
n

∑n
i=1(wi−1)Xi. We apply Statement D.1 and get with probability 1− e−x

∥∥∥∥∥ 1n
n∑
i=1

(wi − 1)Xi

∥∥∥∥∥ ≲

√√√√∥∥∥∥∥ 1n∑
i

X2
i

∥∥∥∥∥x + log d

n
+ vw logw ·max

i
∥Xi∥

x + log d

n

Statement D.3 ensures that with probability at least 1− 2e−t, maxi∥Xi∥ ≲ vF
√
t + log n.

Now we set Yi = X2
i and notice that∥∥E (Y1 − EY1)

2
∥∥ ≤

∥∥EY 2
1

∥∥ =
∥∥EX4

1

∥∥ ≲ σ2
FvF log

vF
σF∥∥λmax (Y1 − EY1)+

∥∥
ψ1

≤ ∥∥Y1∥∥ψ1
=
∥∥∥X1∥2

∥∥
ψ1

= v2F

Consequently, Statement D.1 yields with probability at least 1− e−t∥∥∥∥∥ 1n
n∑
i=1

X2
i

∥∥∥∥∥ ≲
∥∥EX2

i

∥∥+ σFvF

√
t + log d

n
log

vF
σF

+ v2F
t + log d

n
log

vF
σF

≲ σ2
F .

The last inequality holds due to the bound on n.
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Consequently,∥∥∥∥∥ 1n
n∑
i=1

(wi − 1)Xi

∥∥∥∥∥ ≲ σF

√
x + log d

n
+ vw logw · vF

√
t + log n

x + log d

n
≲ σF

√
x + log d

n
.

By Lemma D.8, r(F ,Fµ) ≤ εF (t), with probability at least 1− e−t. Combining all the bounds, we get

ε̂F (x; t) ≲ εF (t) + ∥F−1∥σF

√
x + log d

n
+

√
x

n
≲ (∥F−1∥σF + 1)

√
x + t + log d

n
.

Lemma D.10 (Assumption (Ξ)). Assumption (P ) ensures for all sufficiently large n ≳ tCT , that

εΞ(t) ≲ σ2
T

∥∥F−1
∥∥2√CT

t + d2

n
.

Proof. First, we notice that
∥Ξ− Ξµ∥1 ≤

∥∥F−1
∥∥2∥Σµ −Σ∥1.

Further, E∥T1 ⊗ T1∥21 = E∥T1∥4F. Thus

E∥T1 ⊗ T1 −Σ∥21 ≲ E∥T1 ⊗ T1∥21 = E∥T1∥4F ≲ σ2
Tv

2
T log

vT
σT
.

Moreover,

∥∥T1 ⊗ T1 −Σ∥1∥ψ1
≤ ∥Σ∥1 +

∥∥∥T1∥2F∥∥ψ1
≤ 2
∥∥∥T1∥2F∥∥ψ1

≤ 2v2T .

Consequently, Corollary 3.5 from [Kroshnin and Suvorikova, 2024] ensures that, with probability at least
1− e−t,

∥Σµ −Σ∥1 ≲ E∥Σµ −Σ∥1 + σTvT

√
t

n
log

vT
σT

+ v2T z
t

n
,

where

z = log
v2T

σTvT
√
log vT

σT

≤ log
vT
σT
.

Further,

E∥Σµ −Σ∥1 ≤ dE∥Σµ −Σ∥2 ≤ d
√

E∥Σµ −Σ∥22 = d

√
1

n
E∥T1 ⊗ T1 −Σ∥22

≤ d

√
1

n
E∥T1 ⊗ T1∥22 = d

√
1

n
E∥T1∥4F ≲ dσTvT

√
1

n
log

vT
σT
.

Combining all the bounds, we get

∥Σµ −Σ∥1 ≲ dσTvT

√
1

n
log

vT
σT

+ σTvT

√
t

n
log

vT
σT

+ v2T log
vT
σT

t

n
≲ σTvT

√
t + d2

n
log

vT
σT
.
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Denote Cε
def
= κ(B)κ(F ) (cBσT + ∥F−1∥σF )2.

Lemma D.11 (Gaussian approximation for W(B,Bn)). Set

N
def
= max{CT , CF log d, Cε log d}.

Let n ≳ N , then it holds that

E ≲ d3
√
CG
n

+ γ(Ξ)

√
Cε
n

log
nd

Cε

Proof. Recall that the GAR bounding term is

E ≲ εG + inf
x∈X

{
e−x + γ(Ξ′)

√
κ(B)ε(x)

}
, X

def
=

{
x : ε(x) ≤ 1

6
√
κ(B)

}
. (D.6)

For the sake of completeness, we also recall that

ε(x)
def
= 6

√
κ(F ) (cBεT (x) + εF(x)) ,

with cB coming from (2.11). Using Lemma D.4 and D.6, we get for any x ≥ 1

ε(x) ≲
√
κ(F )

(
cBσT

√
x

n
+
∥∥F−1

∥∥σF√x + log d

n

)
≲

√
Cε

κ(B)n
(x + log d).

Taking x = 1
2
log n

Cε
and using assumption on n, we ensure that

κ(B)ε2(x) ≲
Cε
n

(
log

n

Cε
+ log d

)
≲ 1.

Thus, the condition x ∈ X is satisfied. Substituting εG from Lemma D.6 to (D.6), we get the result.

Denote

Ĉε
def
= κ(B)κ(F )

(
cBσT + ∥F−1∥σF + 1

)2
, ĈT

def
= κ(B)κ2(F ),

ĈG(t)
def
= max

{
(t + log d)K2

T logKT , (t + log d)3/2
(
KT

d

)2
}
.

Lemma D.12. Let

N̂(t)
def
= max

{
CwCT t, CwCF t log d, Ĉε(t + log d), ĈG(t), ĈT t

}
,

then for n ≳ N̂(t) with probability 1− Ce−t

Ê(t) ≲ ε̂G(t) + γ(Ξ′
µ)

(
1 +

√
tr(Ξ′)

tr(Ξ′
µ)

)√
Ĉε
n

(
t + log

nd

Ĉε

)
.
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Proof. To get the bound on the random variable Ê(t), we note that Lemma 3.3 ensures with probability
1− Ce−t

Ê(t) ≲ ε̂G(t) + inf
x∈X̂(t)

{
e−x + γ(Ξ′

µ)
√
κ(B) (ε(t) + ε̂(x, t))

(
∥A∥∥F−1∥√

tr(Ξ′
µ)
εT (t) + 1

)}
, (D.7)

where

X̂(t)
def
=

{
x : ε̂(x, t) ≤ 1

12
√
κ(B)

}
.

First, we use Lemma D.5 and D.9 and get

ε̂(x, t)
def
= 6

√
κ(F ) (cB ε̂T (x, t) + ε̂F (x, t))

≲
√
κ(F )

(
cBσT

√
x

n
+ (σF∥F−1∥+ 1)

√
x + t + log d

n

)
≲

√
Ĉε

κ(B)n
(x + t + log d).

Condition on n yields

∥A∥∥F−1∥√
tr(Ξ′

µ)
εT (t) ≲

∥A∥∥F−1∥√
tr(Ξ′

µ)
σT

√
t

n
≲

1

∥A−1∥∥F ∥

√
trΣ

tr(Ξ′
µ)

≲

√
tr(Ξ′)

tr(Ξ′
µ)
.

Next, according to the proof of Lemma D.11, ε(t) ≲
√

Cε

κ(B)n
t ≤

√
Ĉε

κ(B)n
t.

Taking x = 1
2
log n

Ĉε
, we obtain that

κ(B)(ε(t) + ε̂(x; t))2 ≲
Ĉε
n
(x + t + log d) ≲ 1,

hence x ∈ X̂(t), and

Ê(t) ≲ ε̂G(t) + γ(Ξ′
µ)

(
1 +

√
tr(Ξ′)

tr(Ξ′
µ)

)√
Ĉε
n

(
t + log

nd

Ĉε

)
.

Before proving the theorem, we collect some definitions used throughout the text below for completeness.
The constants from lemmata that ensure GAR,

Cw
def
= (vw log vw)

2, CT
def
=

v2T
σ2
T

log
vT
σT
, ĈT

def
= κ(B)κ2(F ), CF

def
=

v2F
σ2
F

log
vF
σF
, (D.8)

KT
def
=
∥∥∥∥Σ−1/2Ti

∥∥
F

∥∥
ψ2

≤ ∥Σ−1/2∥vT , CG
def
=

(
KT

d

)2

log
KT

d
. (D.9)

Moreover, the constants coming from Lemma D.11 and Lemma D.12
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Cε = κ(B)κ(F )
(
cBσT + ∥F−1∥σF

)2
,

Ĉε
def
= κ(B)κ(F )

(
cBσT + ∥F−1∥σF + 1

)2
, (D.10)

ĈG(t)
def
= max

{
(t + log d)K2

T logKT , (t + log d)3/2
(
KT

d

)2
}
.

In the following, we assume that

n ≳ max{N, N̂(t), tCT} (D.11)

N
def
= max{CT , CF log d, Cε log d}

N̂(t)
def
= max

{
CwCT t, CwCF t log d, Ĉε(t + log d), ĈG(t), ĈT t

}
.

Proof of Theorem 5.1. If W is s.t. Pw{w = 0} = 0, the proof is trivial and reduces to validation of all
assumptions in Theorem 4.1.

Now we consider the weight generating law W , s.t. Pw{w = 0} = p0. Let an auxiliary measure µ̃ be

µ̃ =
∑
i

wiδSi
, s.t.

∑
i

wi ̸= 0,

and set, w.l.o.g., B(0) def
= B0 with B0 ∈ H++(d) being some fixed matrix.

We aim to show that

|P {W(Bµ̃, Bµ) ≤ z|µ} − P {W(Bµ̂, Bµ) ≤ z|µ}| ≤ pn0 . (D.12)

We will use the following facts,

P {A|B} − P {A} =
P {A ∩B}
P {B}

− P {A} ≤ P {A}+
(

1

P {B}
− 1

)
P {B} − P {A} ≤ 1− P {B} ,

P {A|B} − P {A} ≥ P {A ∩B} − P {A} ≥ − (1− P {B}) .

Thus, for a fixed set S1, . . . , Sn,∣∣∣∣∣Pw
{
W(Bµ̂, Bµ) ≤ z

∣∣∣∣∑
i

wi ̸= 0

}
− Pw {W(Bµ̃, Bµ) ≤ z}

∣∣∣∣∣ ≤ Pw

{∑
i

wi = 0

}
= pn0 .

Now, we notice that the condition
∑

iwi = 0 is equivalent to µ̂ = 0. Thus, (D.12) follows from

|P {W(Bµ̃, Bµ) ≤ z|µ} − P {W(Bµ̂, Bµ) ≤ z|µ}|
= |P {W(Bµ̃, Bµ) ≤ z|µ} − P {W(Bµ̃, Bµ) ≤ z|µ, µ̂ ̸= 0}|

≤ P {µ̂ = 0|µ} = Pw

{∑
i

wi = 0

}
= pn0 .

Further, Lemma 3.3, being applied to µ̃ (instead of µ̂) together with the above bound, yields for all
z > 0

|P {W(Bµ̂, Bµ) ≤ z | µ} − P {∥AZµ∥F ≤ z | µ}| ≤ Ê(t) + pn0 .
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Thus, the resulting bound is written as

sup
z≥0

|P {W(Bµ, B) ≤ z} − P {W(Bµ̂, Bµ) ≤ z | µ}| ≤ Γ (t) + pn0 .

Finally, to get the asymptotic bound on Γ (t) + pn0 for large n, we summarize all auxiliary results from
this section.

To get the second result, we recall Theorem 4.1 and notice that

Γ (t) ≲ κ(Ξ′)∥A∥2εΞ(t) + E + Ê(t).

First, we recall Lemma D.12,

Ê(t) ≲ ε̂G(t) + γ(Ξ′
µ)

(
1 +

√
tr(Ξ′)

tr(Ξ′
µ)

)√
Ĉε
n

(
t + log

nd

Ĉε

)
Assumption on n ensures γ(Ξ′

µ) ≲ γ(Ξ′), tr(Ξ′
µ) ≲ tr γ(Ξ′) (see C.2). Using Lemmata D.11, D.12

D.10, and the fact that by definition Ĉε > Cε, we get

Γ (t) ≲ d3
√
CG
n

+ γ(Ξ′)

√
Ĉε
n
(t + log

nd

Ĉε
) + κ(Ξ′)∥A∥2∥F−1∥2σ2

T

√
CT
n

(t + d2).

Finally,

γ(Ξ′) = κ(Ξ′) trΞ′ ≤ κ(Ξ′)∥A∥2∥F−1∥2 trΣ = κ(Ξ′)∥A∥2∥F−1∥2σ2
T .

Combining the bounds, we get the result.
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