
Weierstraß-Institut
für Angewandte Analysis und Stochastik

Leibniz-Institut im Forschungsverbund Berlin e. V.

Preprint ISSN 2198-5855

Persistent hubs in CMJ branching processes with
independent increments and preferential attachment trees

Tejas Iyer
submitted: November 13, 2024

Weierstrass Institute
Mohrenstr. 39
10117 Berlin
Germany
E-Mail: tejas.iyer@wias-berlin.de

No. 3138
Berlin 2024

2020 Mathematics Subject Classification. 60J80, 90B15, 05C80.

Key words and phrases. Generalised preferential attachment trees, Crump–Mode–Jagers branching processes,
persistent hubs, degree centrality, Malthusian parameter.

The research of TI has been funded by Deutsche Forschungsgemeinschaft (DFG) through DFG Project no.
443759178.



Edited by
Weierstraß-Institut für Angewandte Analysis und Stochastik (WIAS)
Leibniz-Institut im Forschungsverbund Berlin e. V.
Mohrenstraße 39
10117 Berlin
Germany

Fax: +49 30 20372-303
E-Mail: preprint@wias-berlin.de
World Wide Web: http://www.wias-berlin.de/

preprint@wias-berlin.de
http://www.wias-berlin.de/


Persistent hubs in CMJ branching processes with
independent increments and preferential attachment

trees
Tejas Iyer

Abstract

A sequence of trees pTnqnPN contains a persistent hub, or displays degree centrality,
if there is a fixed node of maximal degree for all sufficiently large n P N. We derive
sufficient criteria for the emergence of a persistent hub in genealogical trees associated
with Crump-Mode-Jagers branching processes with independent waiting times between
births of individuals, and sufficient criteria for the non-emergence of a persistent hub.
We also derive criteria for uniqueness of these persistent hubs. As an application, we
improve results in the literature concerning the emergence of unique persistent hubs in
generalised preferential attachment trees, in particular, allowing for cases where there
may not be a Malthusian parameter associated with the process. The approach we use
is mostly self-contained, and does not rely on prior results about Crump-Mode-Jagers
branching processes.

1 Introduction

In the study of models associated with the evolution of complex networks, it is of interest
to understand the location of dominant ‘hubs’ in the network. If one identifies these hubs as
nodes of maximal degree, a natural question is to consider whether hubs appear ‘early’ in the
evolution of a network, or whether newer and newer hubs continue to arise. These hubs can
have different meanings in different contexts. In a structure such as a social network a hub
might indicate the presence of an ‘influencer’. On the other hand, in a structure representing
genealogical trees associated with species of a virus, a hub might indicate a type of virus
associated with a ‘super-spreader’ (assuming that the number of mutant offspring produced
by certain virus is positively correlated with its population).

Often, in such structures, one expects a degree of reinforcement, or a ‘rich-gets-richer’ effect.
In the well-known preferential attachment model, introduced in the context of networks by
Albert and Barabási in [6], new nodes attach to existing nodes according to their degree, so
that nodes of large degree are reinforced. This model is widely studied because it displays
features closely related to real-world networks. There is, by now, a large body of literature on
such models, and variants. For a broader review we refer the reader to [34].

In the classical preferential attachment models, ‘older’ nodes are likely to have large degree
earlier, and are reinforced to such an extent that a single ‘old’ node becomes the node of
maximal degree throughout the evolution of the process (the precise asymptotics for this
growth were derived in [28]). In [9] such a node is referred to as a persistent hub, whilst in
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T. Iyer 2

other works, such as [4], when such a node exists one says there is ‘persistence of degree
centrality’ in the underlying model.

A natural question is to consider the degree of reinforcement required to ensure that a persistent
hub emerges. In generalised preferential attachment models (for example, [33]), newer nodes
instead connect to existing nodes with probability proportional to a positive function f of
the degree of that node. A conjecture motivated by works such as [9] is that, in general, a
persistent hub emerges if and only if

ř8

i“1 1{fpiq2 ă 8. In [9] the authors prove this conjecture
in particular cases in a simplified variant of the preferential attachment model in which newly
arriving nodes connect to a random number of existing nodes. In models more closely related
to the model from [6], where the attachment step involves a possibly random denominator,
this conjecture was proved in the case that f is unbounded and convex by Galashin in [12],
and later extended to a wider degree of functions by Banerjee and Bhamidi in [3].

There are a number of other ways of measuring ‘influence’ or centrality of nodes in a network
than degree. In [4], building on previous works by Jog and Po-Ling-Lo [22, 23], Banerjee and
Bhamidi showed, under certain technical conditions, that the condition

ř

1{fpiq2 ă 8 is a
sufficient condition for persistence of many more general centrality measures that just ‘degree
centrality’. Other works deal with preferential attachment type graphs with an inhomogeneous
structure, where nodes are equipped with random weights that influence their evolution, so
that nodes with larger weights are more likely to obtain new connections. In [26] criteria are
derived for a phase transition in the location of the node of ‘maximal degree’ in a preferential
attachment model with an additive weight. In particular, criteria are derived, based on the
distribution of the random weight, for whether or not there emerges a persistent hub. The
works in, for example, [1, 8, 27, 11, 5] deal with analysis of maximal degrees in other variants
of the model.

However, a natural limitation arises in the above models:

� Rather than evolving in discrete time-steps, many real-world complex networks change
continuously over time, and

� When evolving continuously over time, it may not be the case that the process satisfies
the Markov property. For example, it may be unrealistic to require that the ‘waiting time’
for a node to acquire a new link is memoryless.

A means of overcoming these limitations is to analyse trees associated with Crump-Mode-
Jagers (CMJ) branching processes. Although one can only directly study trees in this frame-
work, rather than more general graphs, this may not always be undesirable in applications. For
example, CMJ branching processes arise naturally in modelling the sizes of populations growing
over time, such as infected populations during epidemics (see, e.g., [24, 2, 25]). In such con-
texts, knowledge about the location of ‘hubs’ in the tree may provide a better understanding
about the locations of ‘super-spreaders’ during an epidemic.

Working with CMJ branching processes to analyse models of discrete random trees is not
new. They have already been applied to the analysis of preferential attachment type models
in, for example [33, 7, 14, 16]. In [13], a particular CMJ branching process is used to analyse
the citation networks. Most related to this work with regards to techniques, however, are
previous works that deal with genealogical trees of CMJ branching processes in ‘explosive
regimes’ in [19, 18, 24]. These results, whilst rather general, are limited in that that the trees
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Persistent hubs in CMJ branching processes with independent increments 3

associated with the models can only represent extreme phenomenon in networks. For example,
when applicable to preferential attachment type trees, the limiting infinite trees associated
with the models are either locally finite, or only have a single node of infinite degree [19,
Theorem 2.12].

1.1 Overview of our contributions and structure

1 Our most general results concern sequences of genealogical trees associated with CMJ
branching processes with independent waiting times between births of individuals. In
Theorem 2.3, we provide sufficient criteria for the almost sure emergence of a persistent
hub and sufficient criteria for almost sure non-existence of a persistent hub in these
sequences. In Theorem 2.8 we provide criteria under which, almost surely, a unique
persistent hub arises.

2 In Theorem 2.10, Corollary 2.12 we apply these results to generalised preferential at-
tachment models. We provide criteria under which, almost surely, a unique persistent
hub arises and criteria under which, almost surely, no persistent hub arises.

3 Another result, Theorem 2.16, proves an additional sufficient criterion for a unique
persistent hub in the generalised preferential attachment trees. The techniques used
in this result are limited to generalised preferential attachment trees, and do not carry
over to more general CMJ branching processes.

Our results in Theorem 2.3 and Theorem 2.8 are novel for CMJ branching processes. In partic-
ular, we do not require the common assumption of a Malthusian parameter, which appears in
many foundational results concerning CMJ branching processes (e.g. [29, 30, 21, 20, 32, 15]).
However, we conjecture that there are more general, necessary and sufficient criteria for the
emergence of a persistent hub in these processes - see Remark 2.6. Our results in Theo-
rem 2.10, Corollary 2.12 and Theorem 2.16, concerning generalised preferential attachment
trees, improve results concerning preferential attachment trees by Banerjee and Bhamidi in [3],
and Galashin [12] (see also Remark 2.13 and Examples 2.19).

The rest of this paper is structured as follows:

1 Section 2 deals with a general description of the model and the main statements of
results. In Definition 2.1 we define persistent hubs with regards to a sequence of directed
trees. Then,

1.1 Section 2.1 includes a general description of CMJ branching processes (including
relevant notation), and the statements of Theorem 2.3 and Theorem 2.8.

1.2 Section 2.2 includes a general description of the generalised preferential attachment
model, and the statements of Theorem 2.10, Corollary 2.12 and Theorem 2.16.

For readers interested in statements of results, Section 2.1 and Section 2.2 may be read
independently.

2 Section 3 then includes proofs of the results in this paper: Section 3.1 includes some
auxiliary lemmata useful in the proofs that follow. Section 3.2 includes the proof of
Theorem 2.3 and Theorem 2.8 and Section 3.3 includes the proofs of Theorem 2.10
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and Theorem 2.16. We omit a direct proof of Corollary 2.12 since it is an immediate
consequence of Theorem 2.10. Aside from results presented in Section 3.1, our proofs
of Theorem 2.3 and Theorem 2.8 are self contained. In particular, these results do not
require prior knowledge about Crump-Mode-Jagers processes.

2 Description of the models and statements of results

Suppose that pTnqnPN0 denotes a sequence of directed trees on a vertex set V . In this paper, we
are generally interested in whether the nodes of maximal out-degree in pTnqnPN0 appear ‘early’
or ‘late’. In this regard, for a directed tree T we denote by deg`pu, T q the out-degree of a node
u in T . It will also be helpful to use the convention that, if u R T , we have deg`pu, T q “ ´8.
We then have the following definition:

Definition 2.1. Suppose that pTnqnPN0 is a sequence of directed trees. We say u P
Ť

nPN0
Tn

is a persistent hub if deg`pu, Tnq “ maxvPTn deg`pv, Tnq for all but finitely many n P N0. A
persistent hub u is unique if it is a persistent hub, and for any other persistent hub u1, we have
u “ u1. If u is a persistent hub, or unique persistent hub we say pTnqnPN0 contains a persistent
hub, or unique persistent hub respectively.

2.1 Description of CMJ processes and related results

A Crump-Mode-Jagers process pTtqtě0 represents a total population of individuals initiated
by a single ancestor, where, for any t ą 0, Tt represents the population born before time t.
We consider individuals as being labelled according to their lineage, encoded by elements of
the infinite Ulam-Harris tree U :“

Ť

ně0 Nn. The set N0 :“ t∅u represents the ancestral root
individual ∅. We denote elements u P U as a tuple, so that, if u “ pu1, . . . , ukq P Nk, k ě 1,
we write u “ u1 ¨ ¨ ¨uk. An individual u “ u1u2 ¨ ¨ ¨uk is to be interpreted recursively as the
ukth child of the individual u1 ¨ ¨ ¨uk´1. For example, the elements of N, 1, 2, . . . represent
the offspring of ∅. We label elements of U with values in r0,8s, representing birth-times. In
particular, associated with each u P U is a collection of random variables pXpujqqjPN P r0,8sN.
We think of Xpujq as the displacement or waiting time between the pj ´ 1qth and jth child
of u. We then define the random function B : U Ñ r0,8s recursively as follows:

Bp∅q :“ 0 and for u P U , i P N, Bpuiq :“ Bpuq `
i
ÿ

j“1
Xpujq.

For each u P U we think of the value Bpuq as its ‘birth time’.

An assumption that we apply throughout, that is implicit in the study of CMJ branching
processes, is that the random variables pXpujqqjPN are i.i.d for different u P U . We use the
notation pXjqjPN, pX

1
jqjPN to denote generic independent sequences of random variables with

ppXpujqqjPNq „ pXjqjPN „ pX
1
jqjPN, for all u P U . (2.1)

We use | ¨ | to measure the length of a tuple u, so that, if u “ ∅ we set |u| “ 0, whilst if
u “ u1 ¨ ¨ ¨uk then |u| “ k. Given ` ď |u|, we set u|` :“ u1 ¨ ¨ ¨u`, and say u` is an ancestor of
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u. It will be helpful to equip U with the lexicographic total order ďL: given elements u, v we
say u ďL v if either u is a ancestor of v, or u` ă v` where ` “ min ti P N : ui ‰ viu.

∅

Bp∅q “ 0

1

Bp1q “ Xp1q

11

Bp11q “ Bp1q `Xp11q

¨ ¨ ¨

2 Bp2q “ Bp1q `Xp2q

21

Bp21q “ Bp2q `Xp21q

22

Bp22q “ Bp21q `Xp22q

¨ ¨ ¨

¨ ¨ ¨

Figure 1: A illustration of the way birth times are assigned to individuals in the first
three generations of the process. Note that birth times are increasing on paths directed
away from the root.

For each t P r0,8s, we set Tt “ tx P U : Bpxq ď tu and denote by pFtqtě0 the natural
filtrations generated by pTtqtě0. If a subset T Ă U is such that, for any u P T , we also
have u|` P T , for each ` ď |u|, note that one may view T as a directed tree in the natural
way, connecting nodes with edges directed outwards to their children. Therefore, the process
pTtqtě0 yields an increasing family of directed trees, where, if s ă t, we have Ts Ď Tt. In
relation to the process pTtqtě0, we define the stopping times pτkqkPN0 such that

τk :“ inftt ě 0: |Tt| ě ku. (2.2)

Note that the values pτkqkPN0 describe the times in which changes, or ‘jumps’ occur in the
process pTtqtě0. The process pTτnqnPN0 therefore describes the total family of discrete trees
appearing as jumps in the process pTtqtě0 before τ8 :“ limkÑ8 τk.

∅
0

10.5

110.6 121.1

121

1.8

21.2

211.7 221.74

221

1.9

222

1.99
Figure 2: A possible sample of the process pTtqtě0 at time t “ 1.99, with birth times
labelled. In this case τ9 “ 1.99.

In this paper we assume the following throughout. Recall the definitions of pXjqjPN, pX
1
jqjPN

from (2.1).
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Assumption 2.1. We assume throughout this paper that, that the collection pXiqiPN defined
in (2.1) satisfies the following:

1 The values pXiqiPN are mutually independent of each other.

2 For each j P N we have Xj ă 8, almost surely.

3 We have
ř8

j“1
śj

i“1 P pXi “ 0q ă 1.

Remark 2.2. Some comments about Assumption 2.1 are the following:

1 Item 1 of Assumption 2.1 asserts that the waiting times between births of children
of an individual u are independent of each other. This may not always be desirable, for
example, one might expect these waiting times to be correlated, depending on a ‘random
attribute’ associated with u, as is the case in inhomogeneous models such as [8, 19].

2 Item 2 of Assumption 2.1 implies that every individual produces infinitely many total
offspring as time tends to infinity, hence that the process is supercritical.

3 Note that

E r|ti P N : Bpiq “ 0u|s “
8
ÿ

j“1
P p|ti P N : Bpiq “ 0u| ě jq “

8
ÿ

j“1

j
ź

i“1
P pXi “ 0q .

Therefore, Item 3 of Assumption 3 shows that the tree of individuals born ‘instanta-
neously’ is a tree associated with a sub-critical branching process, hence is finite almost
surely. Thus, if τk are as defined in (2.2), this assumption removes the degenerate case
that τk “ 0 for all k P N.

đ

In the following theorem, recall that, given a sequence pSjqjPN of mutually independent ran-
dom variables, the series

ř8

j“1 Sj converges with probability zero or one, and criteria for this
convergence are given by the well-known Kolmogorov three series theorem (c.f. Lemma 3.1).

Theorem 2.3. Assume pXjqjPN, pX
1
jqjPN are defined as in (2.1) and Assumption 2.1 is satis-

fied. Then, in the process pTτnqnPN0 , we have the following:

1 If the series
ř8

i“1pXi ´X 1
iq diverges almost surely, then, almost surely, pTτnqnPN0 does

not contain a persistent hub.

2 Suppose that, for α ą 0 and K P N we have
8
ÿ

j“1
E
”

e´α
řj
i“1 Xi

ı

ă 1 and
8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

ă 8. (2.3)

Then, almost surely, pTτnqnPN0 contains a persistent hub.

Remark 2.4. The proof of Theorem 2.3 uses a novel proof technique that does not rely on
classical theory regarding CMJ processes. However, parts of the proof draw inspiration from
the proof of [19, Theorem 2.5], and the proof of [31, Theorem 1.1]. See also Remark 2.7
below. đ
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Remark 2.5. Foundational results related to CMJ branching processes (see, e.g., [29, 30, 21,
20, 32, 15]) often assume the existence of α1 ą 0 (often called a Malthusian parameter) such
that

8
ÿ

j“1
E
”

e´α
1
řj
i“1 Xi

ı

“ 1. (2.4)

The first condition in (2.3) is (at least morally) a weaker condition, since, in principle, it is
possible that the map λ ÞÑ

ř8

j“1 E
”

e´λ
řj
i“1 Xi

ı

is discontinuous. In particular, it is unclear
whether or not there exist counter-examples where

λ1 :“ inf
#

λ ą 0:
8
ÿ

j“1
E
”

e´λ
řj
i“1 Xi

ı

ă 8

+

but
8
ÿ

j“1
E
”

e´λ
1
řj
i“1 Xi

ı

ă 1,

in which case (2.4) cannot be satisfied. Such counter-examples, however, are known to exist
when the values pXiqiPN are correlated (see, e.g., [8, 16]). đ

Remark 2.6. We believe (2.3) is not optimal. A more general conjecture, inspired by [17,
Theorem 1.4] is that, under Assumption 2.1, a persistent hub emerges with probability zero
or one, and with probability one if and only if

ř8

i“1pXi ´X 1
iq converges almost surely. Note

that Assumption 2.1 and the condition from (2.3) that
8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

ă 8 imply that
8
ÿ

i“1
pXi ´X

1
iq converges almost surely.

This fact is proven explicitly, and used, in the proof of Item 2 of Theorem 2.3. đ

Remark 2.7. Suppose that Assumption 2.1 is satisfied, and that for each j P N, we have
µj :“ E

”

ř8

i“j`1Xi

ı

ă 8. Moreover, assume that for some c ą 0

8
ÿ

j“1
E
”

e´cµ
´1
j

řj
i“1 Xi

ı

ă 8 and lim sup
jÑ8

E
”

ecµ
´1
j

ř8
i“j`1 Xi

ı

ă 8. (2.5)

Then, the result [19, Theorem 2.5] implies that the tree
Ť8

n“1 Tτn contains a node of infinite
degree1. We claim, without proof, that a similar approach to the proof of [19, Theorem 2.5]
actually shows that pTτnqnPN is persistent under the same assumptions. As a comment for the
reader familiar with some of the technical details of [19], this works by replacing the event
“a explodes before each of its ancestors”, by the event “a catch up to each of its ancestors
before an ancestor explodes”. đ

The following theorem provides criteria for persistent hubs to be unique.

Theorem 2.8. Assume pXjqjPN, pX
1
jqjPN are defined as in (2.1) and Assumption 2.1 is sat-

isfied. Moreover, assume (2.3) is satisfied and, in addition, one of the following conditions is
satisfied:

1 We have
8
ÿ

k“1
P

˜

0 ď
k
ÿ

j“1
pX 1

j ´Xjq ´

k
ÿ

j“1
Xj ă Xk`1

¸

ă 8.

1Note that Items 1, 3 and 4 of [19, Assumption 2.2] are implied by Assumption 2.1, and Equation (2.5)
implies that Items 2 and 5 of [19, Assumption 2.2] are satisfied with Yn “

ř8

i“n`1 Xi.
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2 It is the case that both of the following conditions are satisfied:

2.1 We have
ř8

j“1 P
`

Xj ´X
1
j ‰ 0

˘

“ 8, or for some j P N, we have P
`

Xj ‰ X 1
j

˘

“

1.
2.2 For any ε ą 0 we have

ř8

j“1 P pXj ą εq ă 8.

Then, almost surely, in the process pTτnqnPN0 , there is a unique persistent hub.

Remark 2.9. Theorem 2.8 is closely related [17, Theorem 1.4 & Corollary 1.8], but we include
a proof for completeness. đ

2.2 Description of preferential attachment trees and related results

One particular scenario in which Theorem 2.3 and Theorem 2.8 may be applied is to variants
of preferential attachment trees where new nodes connect to existing nodes with probability
proportional to a random function of the degree of that node. In particular, suppose that
we construct a sequence of directed trees in the following way. For each j P N0 suppose
that pFjpkqqkPN0 is a collection of mutually independent random variables, identically dis-
tributed across j P N0. At time 0 we define the tree T0 consisting of a single node labelled 0.
Then, recursively, given the tree Tk at time k P N0, and the values of the random variables
pFipdeg`pi, Tkqqqiďk,

1 Form Tk`1 by sampling a node j from Tk with probability

Fjpdeg`pj, Tkqq
Zk

, with Zk :“
k
ÿ

j“0
Fjpdeg`pj, Tkqq (2.6)

and connecting j with an edge directed outwards to a new node labelled k ` 1.

2 Sample the random variables

Fjpdeg`pj, Tk`1qq “ Fjpdeg`pj, Tkq ` 1q and Fk`1pdeg`pk ` 1, Tk`1qq.

As the degrees of all the other nodes remain unchanged, this allows one to determine
the values pFipdeg`pi, Tk`1qqqiďk`1 for the next step in the process.

Let pF pkqqkPN0 denotes an independent sequence of random variables, with pF pkqqkPN0 „

pF0pkqqkPN0 .

Theorem 2.10. Suppose that pTiqiPN0 is a generalised preferential attachment tree. Then,

1 If
8
ÿ

j“0

1
F pjq2

“ 8 almost surely,

then pTiqiPN0 almost surely does not have a persistent hub.

2 Suppose that the following two conditions are satisfied:
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2.1 There exists a sequence pxjqjPN0 with
ř8

j“0
1
x2
j
ă 8 such that,

F pjq ě xj almost surely. (2.7)

2.2 There exists a λ ą 0 such that
8
ÿ

i“0

i
ź

j“0
E
„

F pjq

F pjq ` λ



ă 8. (2.8)

Then pTiqiPN0 has a unique persistent hub almost surely.

Remark 2.11. Similar to Remark 2.6, we believe Theorem 2.10 can be improved. Inspired
by [17, Theorem 1.10] we conjecture that, a unique persistent hub emerges with probability
zero or one, and with probability one if and only if

ř8

j“0
1

F pjq2
ă 8 almost surely. đ

Suppose that the values pF pjqqjPN0 are given by a deterministic sequence pfpjqqjPN0 . Then,
by choosing the sequence pxjqjPN0 “ pfpjqqjPN0 in Theorem 2.10, we have the following
immediate corollary, whose proof we omit.

Corollary 2.12. Suppose that pTiqiPN0 is a generalised preferential attachment tree, with
deterministic values pfpjqqjPN0 . Then

1 If
ř8

j“0
1

fpjq2
“ 8, then pTiqiPN0 almost surely does not have a persistent hub.

2 If
ř8

j“0
1

fpjq2
ă 8 and for some λ ą 0,

8
ÿ

i“0

i
ź

j“0

fpjq

fpjq ` λ
ă 8, (2.9)

then pTiqiPN0 has a unique persistent hub almost surely.

�

Remark 2.13. Corollary 2.12 improves on an existing result related to the preferential at-
tachment tree by Banerjee and Bhamidi in [3]. One assumption from that paper is that
infiě0 fpiq ą 0 - this is not needed for Corollary 2.12. Another assumption from [3] is that
there exists some λ1 ą 0 such that

1 ă
8
ÿ

i“0

i
ź

j“0

fpjq

fpjq ` λ1
ă 8. (2.10)

This assumption ensures the existence of a solution to (2.4), so that classical results related
to CMJ branching processes may be applied. It should be noted, however, that in [3], this
classical theory is used to derive asymptotics of the maximal degree when

ř8

j“0
1

fpjq2
“ 8

and (2.10) is satisfied, whilst in [4] criteria are given for persistence of more general centrality
measures than degree centrality (persistent hubs).

It is not immediately clear whether or not there exist examples where (2.9) is satisfied,
but (2.10) is not. However, (2.9) is easier to verify in many cases, as is shown by Exam-
ple 2.14 below. đ
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Example 2.14. Suppose that, for some constant C0 ą 0, for all i P N0 we have

fpiq ď C0pi` 1q. (2.11)

Then, (2.9) is always satisfied. Indeed, for any λ ą 0, we have
8
ÿ

i“0

i
ź

j“0

fpjq

fpjq ` λ
ď

8
ÿ

i“0

i
ź

j“0

C0pj ` 1q
C0pj ` 1q ` λ “

8
ÿ

i“0

Γpi` 2qΓpλ{C0q

Γpi` 2` λ{C0q
. (2.12)

It is well-known, for example by Stirling’s approximation, that we can find a constant C1 ą 0
such that, for all i P N0, we have Γpi`2q

Γpi`2`λ{C0q
ď C1pi ` 1q´λ{C0 . Therefore, for any λ ą 2C0,

say, we may bound the right-side of (2.12) so that
8
ÿ

i“0

i
ź

j“0

fpjq

fpjq ` λ
ď C1Γpλ{C0q

8
ÿ

i“1
pi` 1q´λ{C0 ă C1Γpλ{C0q

8
ÿ

i“1
pi` 1q´2

ă 8,

thus confirming (2.9). In order to show (2.10) we would have to bound the left side of (2.12)
from below, which is more difficult in general. đ

If (2.11) is not satisfied, it must be the case that

lim sup
iÑ8

fpiq

i` 1 “ 8. (2.13)

This indicates that there is somehow a ‘high’ degree of reinforcement, hence one would expect it
to be more likely that there is a persistent hub. A partial result in this direction is Theorem 2.16
below.

Remark 2.15. Some previous results in the literature concerning cases where (2.13) may be
satisfied are the following:

1 In [12], Galashin showed that whenever fpxq is convex (as a function from RÑ R) and
unbounded, there exists a persistent hub.

2 In [31] the authors showed that a more extreme effect emerges when fpnq “ pn`1qp for
p ą 1: the infinite tree

Ť8

i“1 Ti contains a unique node of infinite degree, and implicitly
showed that the degree of every other node in

Ť8

i“1 Ti is bounded almost surely, hence
implying that pTiqiPN is persistent.

3 As a particular application of [19, Theorem 3.4] (see also [19, Remark 3.19]), the result
of [31] can be extended to show the following. Suppose µn :“

ř8

j“n
1

fpjq
. Then, assuming

µ0 ă 8 and for some c ă 1,
8
ÿ

i“0

8
ź

j“0

fpjq

fpjq ` cµ´1
i

ă 8, (2.14)

Ť8

i“1 Ti contains a unique node of infinite degree. We claim, without proof, that (2.14) is
satisfied under the assumption that for all n P N0, we have fpnq ě Cpn`1q log pn` 2qα
for α ą 2 and C ą 0. Moreover, in a similar manner to Remark 2.7, we also claim that
these results may be extended to show that, under the same conditions, pTiqiPN0 contains
a unique persistent hub. We omit proofs of both these claims, since they are anyway
superseded by Theorem 2.16. đ
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Persistent hubs in CMJ branching processes with independent increments 11

Theorem 2.16. Suppose that pTiqiPN0 is a generalised preferential attachment tree, with
deterministic values pfpjqqjPN0 . Moreover, assume that, for some κ ą 0, we have

max
iďn

fpiq

i` 1 ď κ
fpnq

n` 1 . (2.15)

Then, almost surely, pTiqiPN0 contains a unique persistent hub.

Remark 2.17. Unlike the other results in this section, Theorem 2.16 does not have an analogue
for more general trees associated with CMJ branching processes, rather relies more heavily on
the dynamics of the generalised preferential attachment tree. Part of the proof of Theorem 2.16,
notably Claim 3.11.1, uses a similar martingale argument to [12, Proposition 12] to show that
the maximal degree in the process pTiqiPN grows sufficiently quickly. đ

Remark 2.18. Note that (2.15) implies fpnq ě fp0q
κ
pn ` 1q and thus

ř8

n“0 1{fpnq2 ă 8.
Therefore it is not necessary to impose this summability as an extra condition, unlike Item 2
of Corollary 2.12. đ

Examples 2.19. Some example cases where (2.15) is satisfied are the following:

1 Any function f such that fpnq{pn` 1q is non-decreasing in n P N. This includes many
‘barely faster-than-linear’ examples of f , such as fpnq “ pn ` 1q logplogpn ` 3qq, for
n P N0.

2 Any function f such that fpxq is convex and unbounded (when extended to a function
R Ñ R). Indeed, convexity implies that the function fpxq ´ fp0q is super-additive on
the positive reals. Thus, by unboundedness, and Fekete’s lemma,

lim
nÑ8

fpnq

n` 1 “ sup
`PN0

fp`q

`` 1 ą 0,

which implies (2.15).

3 One may construct many examples where (2.15) where fpnq is not monotone, let alone
convex. Hence (2.15) is a strictly weaker condition than the condition of convexity and
unboundedness required in [12]. For example, if

fpnq “

#

pn` 1q2 if n “ 1 or n is even
n2 ´ 1 otherwise,

its easy to check that one can set κ “ 2 in (2.15). đ

3 Proofs of results

3.1 Some auxiliary lemmata

In this section we collect some lemmas that will be useful in the sequel. The proofs of the first
three are omitted, but we include the proof of the fourth lemma.
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Lemma 3.1 (Kolmogorov three series theorem, e.g. [10, Theorem 2.5.8, page 73]). For a
sequence of mutually independent random variables pSjqjPN, let C ą 0 be given. Then the
series

ř8

j“1 Sj converges almost surely if and only if
8
ÿ

j“1
P p|Sj| ą Cq ă 8,

8
ÿ

j“1
E
“

Sj1|Sj |ďC
‰

ă 8 and
8
ÿ

j“1
Var

`

Sj1|Sj |ďC
˘

ă 8.

�

Next, we state without proof some results from [17] related to series of independent random
variables.
Lemma 3.2 ([17, Theorem 1.13]). Suppose that pSjqjPN is a sequence of mutually independent
random variables such that

ř8

j“1 Sj converges almost surely. Then the distribution of
ř8

j“1 Sj
contains an atom on R if and only if, for some collection pcjqjPN P RN

@j P N P pSj “ cjq ą 0 and
8
ÿ

j“1
P pSj ‰ cjq ă 8. (3.1)

�

Lemma 3.3 ([17, Proposition 1.15]). Suppose pSjqjPN is a sequence of mutually independent,
symmetric random variables. If

ř8

j“1 Sj diverges almost surely, then

lim sup
nÑ8

n
ÿ

j“1
Sj “ 8 and lim inf

nÑ8

n
ÿ

j“1
Sj “ ´8 almost surely.

�

Finally, we state an prove an inequality which bounds the probability that one random series
of independent random variables ‘overshoots’ another by a certain amount.
Lemma 3.4. Suppose that pXiqiPN, pX 1

iqiPN and Y are mutually independent random variables,
with pXiqiPN „ pX

1
iqiPN. Suppose that, for k P N0, there exists λ ą 0 such that

8
ź

i“k

E
”

eλpX
1
i´Xiq

ı

ă 8. (3.2)

Then, for any ` P N

P

˜

Dj P N : Y `
k`j
ÿ

i“1
Xi ď

k`j
ÿ

i“k

X 1
i

¸

ď

˜

8
ź

i“k

E
”

eλpX
1
i´Xiq

ı

¸

E
”

e´λpY`
řk´1
i“1 Xiq

ı

. (3.3)

Proof of Lemma 3.4. Suppose that rns :“ t1, . . . , nu. Then, for n P N, and λ satisfying
Equation (3.2) note that

P

˜

Dj P rns : Y `
k`j
ÿ

i“1
Xi ď

k`j
ÿ

i“k

X 1
i

¸

“ P

˜

Dj P rns : λ
˜

k`j
ÿ

i“k

pX 1
i ´Xiq

¸

´ λ

˜

Y `
k´1
ÿ

i“1
Xi

¸

ě 0
¸

“ P

˜

Dj P rns : exp
˜

λ

˜

k`j
ÿ

i“k

pX 1
i ´Xiq

¸

´ λ

˜

Y `
k´1
ÿ

i“1
Xi

¸¸

ě 1
¸

.
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Persistent hubs in CMJ branching processes with independent increments 13

Now, define pMjqjPN0 by M0 :“ exp
´

´λ
´

Y `
řk´1
i“1 Xi

¯¯

, and

Mi`1 “Mi exp
`

λpX 1
k`i ´Xk`iq

˘

.

Then, Mn “ exp
´

λ
´

řk`n´1
i“k pX 1

i ´Xiq

¯

´ λ
´

Y `
řk´1
i“1 Xi

¯¯

and

E rMi`1 |M0, . . . ,Mis “MiE
“

exp
`

λpX 1
k`i`1 ´Xk`i`1q

˘‰

ěMi exp
`

λE
“

pX 1
k`i`1 ´Xk`i`1q

‰˘

“Mi,

where we have applied Jensen’s inequality. Combining this with Equation (3.2), we deduce that
the sequence pMjqjPN0 is a sub-martingale sequence. By Doob’s sub-martingale inequality,

P

˜

Dj P rns : exp
˜

λ

˜

k`j
ÿ

i“k

pX 1
i ´Xiq

¸

´ λ

˜

Y `
k´1
ÿ

i“1
Xi

¸¸

ě 1
¸

“ P
ˆ

max
0ďjďn`1

Mj ě 1
˙

ď E rMn`1s .

Taking monotone limits as nÑ 8, we deduce (3.3).

3.2 Proofs of Theorem 2.3 and Theorem 2.8

For the proof of Theorem 2.3 and Theorem 2.8, we first define some terminology, and state
and prove Lemmas 3.5 and 3.6. We then proceed with the proof of Theorem 2.3: the proof of
Item 2 in Section 3.2.2, and the proof of Item 1 in Section 3.2.1. We prove Theorem 2.8 in
Section 3.2.3.

First, we show that the first part of Equation (2.3) implies that the process pTtqtě0 is almost
surely non-explosive, that is, almost surely, for all t ą 0, |Tt| ă 8. We note that the following
lemma does not require Item 2 of Assumption 2.1.

Lemma 3.5. Assume that Items 1 and 3 of Assumption 2.1 are satisfied, and for α ą 0, we
have

8
ÿ

j“1
E
”

e´α
řj
i“1 Xi

ı

ă 1. (3.4)

Then, for any t ą 0, |Tt| ă 8.

Proof. For α ą 0 satisfying
ř8

j“1 E
”

e´α
řj
i“1 Xi

ı

ă 1, let Yα „ Exp pαq be an exponentially
distributed random variable, independent of the process pTtqtě0. Therefore, using the fact that
Yα is exponentially distributed, and the independence of the associated random variables, for
v “ v1 ¨ ¨ ¨ vm P U , we have

P pBpvq ď Yαq “ P

˜

m
ÿ

`“1

v
ÿ̀

i“1
Xpv1 ¨ ¨ ¨ v`´1iq ď Yα

¸

“ E
”

e´α
řm
`“1

řv`
i“1 Xpv1¨¨¨v`´1iq

ı

“

m
ź

`“1
E
”

e´α
řv`
k“1 Xk

ı

.
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Therefore,

E r|TYα |s “
ÿ

vPU
P pBpvq ď Yαq “ P pBp∅q ď Yαq `

8
ÿ

m“1

8
ÿ

v1“1
¨ ¨ ¨

8
ÿ

vm“1

m
ź

`“1
E
”

e´α
řv`
k“1 Xk

ı

“ 1`
8
ÿ

m“1

˜

8
ÿ

j“1
E
”

e´α
řj
i“1 Xi

ı

¸m
(3.4)
ă 8.

Thus, |TYα | ă 8 almost surely. As P pYα ą tq ą 0, for any t ě 0, this implies that, almost
surely, for any t ą 0, we have |Tt| ă 8.

Next, for u P U , K P N we say

u is K-moderate if u “ u1 ¨ ¨ ¨um with each ui ď K. (3.5)

Moreover, recall that, for a tree T , if u R T we set deg`pu, T q “ ´8. Then, with regards to
the CMJ process pTtqtě0 we define the following event: for u, v P U set

Winpu, vq :“ tDN P N : @n ě N degpu,Tτnq ě degpv,Tτnqu . (3.6)

Lemma 3.6. Assume Assumption 2.1 is satisfied. Then, with regards to the process pTtqtě0,
we have the following claims:

1 We have limnÑ8 maxuPTτn deg`pu,Tτnq “ 8 almost surely.

2 If
ř8

i“1pXi ´X
1
iq converges almost surely, then for any u, v P U we have

P pWinpu, vq YWinpv, uqq “ 1. (3.7)

3 If
ř8

i“1pXi ´X 1
iq diverges almost surely, there exists an increasing function φ : NÑ N

such that, for any u P U , j P N we have

P

˜

Dk ď φpjq :
k
ÿ

`“1
Xpuj`q ă

k
ÿ

`“j`1
Xpu`q

¸

ě 1{2.

Remark 3.7. Note that the proof of Item 2 of Lemma 3.6 uses similar ideas to the proof of
[17, Item 1 of Theorem 1.4]. đ

Proof of Item 1 of Lemma 3.6. First suppose that limnÑ8 τn “ 8 almost surely. For any
v “ v1 ¨ ¨ ¨ vm P U , with m ě 1 we have

Bpvq “
m
ÿ

`“1

v
ÿ̀

i“1
Xpv1 ¨ ¨ ¨ v`´1iq ă 8 almost surely,

by Item 2 of Assumption 2.1. These two facts together imply that, for any v P U , j P N, there
exists a (random) N P N such that Bpvjq ď τN , hence vj P TτN . In particular, for any v P U ,
limnÑ8 deg`pv,Tτnq “ 8, which implies the claim.

Otherwise, we have limnÑ8 τn ă 8 with positive probability. Suppose that, with positive
probability we have limnÑ8 maxuPTτn deg`pu,Tτnq ă 8. If

P
ˆ

lim
nÑ8

max
uPTτn

deg`pu,Tτnq ă 8, lim
nÑ8

τn ă 8

˙

ą 0, (3.8)
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it must be the case that, for some t ą 0, P p|Tt| “ 8q ą 0, and therefore, by the pigeonhole
principle, since the maximal degree is bounded, for some t ą 0, K P N

P p|u P Tt : u is K-moderate| “ 8q ą 0.

This now contradicts the following claim:
Claim 3.7.1. Under Assumption 2.1, almost surely, for all t P r0,8q we have

|u P Tt : u is K-moderate| ă 8.

We conclude that the right-side of (3.8) is 0, which implies the result.

The proof of Claim 3.7.1 is similar to [19, Proposition 4.4], however we include a proof for
brevity and completeness.

Proof of Claim 3.7.1. If T pKq
t denotes the set tu P Tt : u is K-moderateu, one readily veri-

fies that the process pT pKq
t qtě0 has the same distribution as a CMJ branching process with

associated random variables pXpKq
j qjPN satisfying

X
pKq
j „

#

Xj if j ď K

8 otherwise.

Now, for α ą 0, we have
8
ÿ

j“1
E
”

e´α
řj
i“1 X

pKq
i

ı

“

K
ÿ

j“1
E
”

e´α
řj
i“1 Xi

ı

(3.9)

“

K
ÿ

j“1

˜

j
ź

i“1
P pXi “ 0q ` E

”

e´α
řj
i“1 Xi1třji“1 Xią1u

ı

¸

.

By Items 1 and 3 of Assumption 2.1, for α sufficiently large, the right-side of (3.9) is smaller
than one. Therefore, by Lemma 3.5, the process pT pKq

t qtě0 is non-explosive. In other words,
almost surely, for all t P r0,8q

ˇ

ˇ

ˇ
T pKq
t

ˇ

ˇ

ˇ
ă 8.

This implies the claim.

We continue the proof of Lemma 3.6.

Proof of Item 2 of Lemma 3.6. First note that having either

lim
nÑ8

deg`pu,Tτnq ă 8 or lim
nÑ8

deg`pv,Tτnq ă 8

already implies that Winpu, vqYWinpv, uq occurs. Therefore, we need only show Winpu, vqY
Winpv, uq occurs on the event that limnÑ8 deg`pu,Tτnq “ 8 and limnÑ8 deg`pv,Tτnq “

8. Now, by the assumption that
ř8

j“1pX
1
j ´ Xjq converges almost surely, for u, v P U we

have
ˇ

ˇ

ˇ

ˇ

ˇ

Bpuq ´ Bpvq `
8
ÿ

j“1
pXpujq ´Xpvjqq

ˇ

ˇ

ˇ

ˇ

ˇ

ă 8 almost surely.
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Assume, without loss of generality, that |u| ď |v|. Let N be chosen such that Bpvq is inde-
pendent of pXpunqqněN . (For example, if u is a non-parent ancestor of v, we may choose the
value N such that upN ´ 1q is the ancestor of v, whilst if v “ uj for j P N, we can choose
N ą j.) Then, the sequences pXpunqqněN and pXpvnqqněN are independent. We now have
two cases:

(I) First suppose that the sequence pSjqjPN defined by Sj :“ Xj ´ X 1
j does not satisfy

Equation (3.1). Then, by Lemma 3.2, the random variable

8
ÿ

j“N

pXpujq ´Xpvjqq

contains no atom on R. Hence, as the summands are independent

P

˜

Bpuq ´ Bpvq `
8
ÿ

j“1
pXpujq ´Xpvjqq “ 0

¸

“ 0.

Therefore, almost surely, there exists K0 P N such that for all k ě K0 either

Bpuq ´ Bpvq `
k
ÿ

j“1
pXpujq ´Xpvjqq ą 0 or (3.10)

Bpuq ´ Bpvq `
k
ÿ

j“1
pXpujq ´Xpvjqq ă 0.

In other words, for all k ě K0, we have Bpukq ą Bpvkq or Bpukq ă Bpvkq. This in
turn implies that for all k sufficiently large u reaches out-degree k in pTτnqnPN before v
reaches out-degree k in pTτnqnPN or vice-versa. Thus Winpu, vq YWinpv, uq occurs.

(II) Otherwise, the sequence pSjqjPN defined by Sj :“ Xj´X
1
j does satisfy Equation (3.1). In

particular, this implies that
ř8

j“1 P pXpujq ‰ Xpvjqq ă 8, thus by the Borel–Cantelli
lemma, almost surely, Xpujq “ Xpvjq for all but finitely many j P N. Thus, for some
K0 P N, it is either the case that for all k ě K0 (3.10) is satisfied, or for all k ě K0

Bpuq ´ Bpvq `
k
ÿ

j“1
pXpujq ´Xpvjqq “ 0.

In particular, for all k ě K0, Bpukq ě Bpvkq or Bpukq ď Bpvkq, which again implies
that Winpu, vq YWinpv, uq occurs.

Proof of Item 3 of Lemma 3.6. Note that, by Assumption 2.1, for any j P N, the values of
pXpu`q ´ Xpuj`qq`ěj`1 are symmetric and independent. If, by assumption,

ř8

i“1pXi ´ X 1
iq

diverges almost surely, Lemma 3.3 implies that

lim sup
nÑ8

n
ÿ

`“j`1
pXpu`q ´Xpuj`qq “ 8 almost surely.
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Since Assumption 2.1 also implies that
řj
`“1Xpu`q ă 8 almost surely, we therefore have

P

˜

Dk P N :
k
ÿ

`“1
Xpuj`q ă

k
ÿ

`“j`1
Xpu`q

¸

“ 1.

By monotone convergence, we can write the left hand side as

lim
nÑ8

P

˜

Dk ď n :
k
ÿ

`“1
Xpuj`q ă

k
ÿ

`“j`1
Xpu`q

¸

,

and therefore, may define φpjq such that

φpjq :“ inf
#

n ą j : P
˜

Dk ď n :
k
ÿ

`“1
Xpuj`q ă

k
ÿ

`“j`1
Xpu`q

¸

ě 1{2
+

.

3.2.1 Proof of Item 1 of Theorem 2.3

Proof of Item 1 of Theorem 2.3. Suppose that
ř8

i“1pXi ´ X 1
iq converges almost surely, and

assume, in order to obtain a contradiction, that pTτnqnPN contains a persistent hub with
positive probability. Then, by Item 1 of Lemma 3.6, for any persistent hub u, say, we have

lim
nÑ8

deg`pu,Tτnq “ 8. (3.11)

On the other hand, for any u P U , j P N, with φ as defined in Lemma 3.6, we have

P

˜

Dk ď φpjq : Bpujq `
k
ÿ

`“1
Xpuj`q ă Bpuq `

k
ÿ

`“1
Xpu`q

¸

(3.12)

“ P

˜

Dk ď φpjq :
k
ÿ

`“1
Xpuj`q ă

k
ÿ

`“j`1
Xpu`q

¸

.

As φ : N Ñ N is strictly increasing, the right-side of (3.12) involves independent events.
Therefore, by Lemma 3.6 and the Borel-Cantelli lemma, we have

P

˜

D infinitely many j P N, k ď φpjq :
k
ÿ

`“1
Xpuj`q ă

k
ÿ

`“j`1
Xpu`q

¸

“ 1.

Combining this with Equation (3.11), it must be the case that infinitely many uj have
out-degrees that ‘overtake’ the out-degree of u with probability 1. Thus, for any u P U ,
P pu is a persistent hubq “ 0. But then, taking a countable intersection

P pDu P U : u is a persistent hubq “ 0,

which contradicts the assumption that with positive probability pTτnqnPN contains a persistent
hub.
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3.2.2 Proof of Item 2 of Theorem 2.3

The proof of Item 2 of Theorem 2.3 uses Item 1 of Theorem 2.3, and Lemma 3.8 below. We
first state this lemma, prove Item 2 of Theorem 2.3, and then prove the lemma over the rest
of the section.

Lemma 3.8 relates to the number of individuals in pTtqtě0 that ‘catch up’ to each of their
ancestors in out-degree. More precisely, for u, v P U , with v “ v1 ¨ ¨ ¨ vm, we define the event

tuv catches up to uu :“ tDj : Bpuvpv1 ` jqq ď Bpupv1 ` jqqu .

In other words, uv catches up to u if, at some point, uv produces v1 ` j children before u
does, so that the out-degree of uv in pTtqtě0 ‘catches up’ to the out-degree of u.

Lemma 3.8. Suppose that Equation (2.3) is satisfied. Then, in the process pTtqtě0, the set

P :“ tu P U : u catches up to each of its ancestorsu (3.13)

is finite almost surely.

Proof of Item 2 of Theorem 2.3. First note that if the series
ř8

i“1pXi ´X
1
iq diverges almost

surely, Equation (2.3) cannot be satisfied. Indeed suppose otherwise. Then, by Lemma 3.4,
with Y given by a deterministic constant C ą 0 and λ “ α

1 “ P

˜

lim sup
NÑ8

N
ÿ

i“K`1
pXi ´X

1
iq ą C

¸

“ P

˜

DN P N :
N
ÿ

i“K`1
pXi ´X

1
iq ą C

¸

ď

˜

8
ź

i“K`1
E
”

eαpXi´X
1
iq
ı

¸

e´C ,

where the first equality follows from Lemma 3.3. We may choose C sufficiently large that the
right side is smaller than one, thus obtaining a contradiction.

Hence, Equation (2.3) implies that
ř8

i“1pXi ´ X 1
iq converges almost surely. Therefore, by

Equation (3.7) in Lemma 3.6, with Winpu, vq as defined in (3.6), as an intersection over a
countable set, we have

P

˜

č

SĎU : |S|ă8

č

u,vPS

tWinpu, vq YWinpv, uqu
¸

“ 1. (3.14)

Note that, for any finite set S
č

u,vPS

tWinpu, vq YWinpv, uqu (3.15)

“

!

Du P S,N P N : @n ě N max
vPS

deg`pv,Tτnq “ deg`pu,Tτnq

)

.

By assumption, P as defined in (3.13) is finite almost surely. Therefore, Equations (3.14)
and (3.15) imply that

P
´

DN P N, u P P : @n ě N max
vPP

deg`pv,Tτnq “ deg`pu,Tτnq

¯

“ 1.

As any node of maximal out-degree must be a node that catches up to each of its ancestors,
this implies that pTτnqnPN0 contains a persistent hub.
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The rest of this section is dedicated to the proof of Lemma 3.8. First, we have the following.

Proposition 3.9. Suppose that Equation (2.3) is satisfied for α ą 0 and K P N. Then, for
any u P U ,

E r|tv “ v1 ¨ ¨ ¨ vm P U : v1 ě K, uv catches up to uu|s
“

ÿ

vPU : v1ěK

P puv catches up to uq ă 8.

Proof. We choose K P N and α ą 0 so that Equation (2.3) is satisfied. By applying
Lemma 3.4, with quantities chosen such that

λ “ α, Y “
m´1
ÿ

`“1

v``1
ÿ

i“1
Xpuv1 ¨ ¨ ¨ v`iq,

pXiqiPN “ pXpuv1 ¨ ¨ ¨ vmkqqkPN, and pX 1
iqiPN “ pXpukqqkPN,

for v “ v1 ¨ ¨ ¨ vm P U such that v1 ě K, we have

P puv catches up to uq “ P pDj : Bpuvpv1 ` jqq ď Bpupv1 ` jqqq (3.16)

“ P

˜

Dj :
m´1
ÿ

`“1

v``1
ÿ

i“1
Xpuv1 ¨ ¨ ¨ v`iq `

v1`j
ÿ

k“1
Xpuv1 ¨ ¨ ¨ vmkq ď

v1`j
ÿ

k“v1`1
Xpukq

¸

(3.3)
ď

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸˜

m´1
ź

`“1
E
”

e´α
řv``1
k“1 Xk

ı

¸

E
”

e´α
řv1
k“1 Xk

ı

“

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸˜

m
ź

`“1
E
”

e´α
řv`
k“1 Xk

ı

¸

.

By summing over the possible values of v P U we have

ÿ

vPU : v1ěK

P puv catches up to uq “
8
ÿ

m“1

ÿ

vPU ,v1ěK,|v|“m

P puv1 ¨ ¨ ¨ vm catches up to uq

(3.16)
ď

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸

8
ÿ

m“1

8
ÿ

v1“K

8
ÿ

v2“1
¨ ¨ ¨

8
ÿ

vm“1

˜

m
ź

`“1
E
”

e´α
řv`
k“1 Xk

ı

¸

“

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸

8
ÿ

m“1

8
ÿ

v1“K

E
”

e´α
řv1
k“1 Xk

ı

˜

8
ÿ

s“1
E
”

e´α
řs
k“1 Xk

ı

¸m´1

ă

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸

8
ÿ

m“1

˜

8
ÿ

s“1
E
”

e´α
řs
k“1 Xk

ı

¸m
(2.3)
ă 8,

where the last line follows from the fact that, since
ř8

j“1 E
”

e´α
řj
i“1 Xi

ı

ă 1 by Equation (2.3),
the geometric series converges.

We are finally ready to prove Lemma 3.8:
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Proof of Lemma 3.8. As in Proposition 3.9, we choose K P N and α ą 0 so that Equa-
tion (2.3) is satisfied. Recalling the definition from (3.5), we denote by

UK´1 :“ tu P U : u is pK ´ 1q-moderateu ;
i.e, the subset of U consisting of pK ´ 1q-moderate individuals. We first condition on the
sigma algebra FBpKq generated by the process up until the birth of K, the Kth child of ∅.
Now, since BpKq ă 8 almost surely, by Lemma 3.5, |TBpKq| ă 8 almost surely. We set m̃
to be the maximum length of a pK ´ 1q-moderate individual born before K, i.e.,

m̃ :“ sup
 

|u| : u P TBpKq X UK´1
(

.

Then, define the random, FBpKq-measurable sets
A` :“ tu P UK´1 : |u| “ m̃` 1u , and A´ :“ tu P UK´1 : |u| ă m̃` 1u .

We use these sets to complete the proof of the claim. An informal overview of the argument
is as follows. First, we argue that A` and A´ are finite almost surely. Next, A` represents the
maximal ‘boundary’ of pK´1q-moderate nodes born beforeK. As the root ∅ is already ‘large’,
since K has already been born, by exploiting a similar argument to Proposition 3.9, we expect
that each node in A` to have only finitely many descendants that catch up to ∅. Otherwise,
a node either belongs to A´, or is of the form u “ ab, with a P A´ and b “ b1 ¨ ¨ ¨ b`, with
b1 ě K. For the latter, we can exploit Proposition 3.9 to show that, for each a P A´, there
exists only finitely many such individuals ab.

In formalising this argument, it is helpful to define the following sets. For a given u P U set
Cu :“ tuv : v “ v1 ¨ ¨ ¨ vm P U , v1 ě K, uv catches up to uu

and
Du :“ tuv P U : |v| ě 1, uv catches up to ∅u .

Now, note that, with P as defined by (3.13) we may write

P Ď C∅ Y A
´
Y A` Y

˜

ď

uPA´

Cu

¸

Y

˜

ď

aPA`

Du

¸

. (3.17)

Indeed, C∅ covers the individuals u with u1 ě K that catch up to ∅, whilst p
Ť

uPA´ CuqYA´
and

Ť

uPA` Du cover descendants of A´ and A` respectively, that catch up to all of their
ancestors.

We show that each of the sets on the right-hand side of (3.17) are finite almost surely, hence
so is P .

(I) Proposition 3.9 showed that E r|C∅|s ă 8, hence |C∅| is finite almost surely.

(II) We know that |A´| “ ppK´1qm̃`1´1q{pK´2q and |A`| “ pK´1qm̃`1. By Lemma 3.5,
which shows that m̃ ă 8 almost surely, these are both finite almost surely.

(III) Since |A´| ă 8 almost surely, we have

P

˜

ˇ

ˇ

ˇ

ˇ

ď

uPA´

Cu
ˇ

ˇ

ˇ

ˇ

“ 8

ˇ

ˇ

ˇ

ˇ

FBpKq

¸

“ P
ˆ

Du P A´ : |Cu| “ 8
ˇ

ˇ

ˇ

ˇ

FBpKq

˙

ď
ÿ

uPA´

P
`

|Cu| “ 8
ˇ

ˇFBpKq
˘

“ 0,

almost surely, where the last equality follows from Proposition 3.9.
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(IV) Finally, for |
Ť

aPA` Da|, first note that by definition, for each a P A`, we have Bpaq ´
BpKq ą 0. Therefore, for each a P A`, we have,

E
“

|Da|
ˇ

ˇFBpKq
‰

“
ÿ

bPU
P
`

ab catches up to ∅
ˇ

ˇFBpKq
˘

“
ÿ

bPU
P
ˆ

Dj : Bpaq ´ BpKq `
m´1
ÿ

`“0

b``1
ÿ

i“1
Xpab1 ¨ ¨ ¨ b`iq

`

K`1`j
ÿ

k“1
Xpab1 ¨ ¨ ¨ bmkq ď

K`1`j
ÿ

k“K`1
Xpkq

ˇ

ˇ

ˇ

ˇ

FBpKq

˙

ď
ÿ

bPU
P

˜

Dj :
m´1
ÿ

`“0

b``1
ÿ

i“1
Xpab1 ¨ ¨ ¨ b`iq `

K`1`j
ÿ

k“1
Xpab1 ¨ ¨ ¨ bmkq ď

K`1`j
ÿ

k“K`1
Xpkq

ˇ

ˇ

ˇ

ˇ

FBpKq

¸

“
ÿ

bPU
P

˜

Dj :
m´1
ÿ

`“0

b``1
ÿ

i“1
Xpab1 ¨ ¨ ¨ b`iq `

K`1`j
ÿ

k“1
Xpab1 ¨ ¨ ¨ bmkq ď

K`1`j
ÿ

k“K`1
Xpkq

¸

,

almost surely. The last equality follows from the fact that the random variables concerned
are independent of FBpKq. Now, by applying Lemma 3.4 in a similar manner to its usage in
Equation (3.16) from Proposition 3.9, we may bound the previous above, so that, for a P A`

E
“

|Da|
ˇ

ˇFBpKq
‰

ď

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸

8
ÿ

m“1

8
ÿ

b1“1
¨ ¨ ¨

8
ÿ

bm“1

˜

m
ź

`“1
E
”

e´α
řb`
j“1 Xj

ı

¸

E
”

e´α
řK
j“1 Xj

ı

“

˜

8
ź

i“K`1
E
”

eαpX
1
i´Xiq

ı

¸

E
”

e´α
řK
j“1 Xj

ı
8
ÿ

m“1

˜

8
ÿ

j“1
E
”

e´α
řj
i“1 Xi

ı

¸m
(2.3)
ă 8.

Thus, summing the geometric series in the above display, and using the almost sure finiteness
of A` we have

E

«

ˇ

ˇ

ˇ

ˇ

ď

aPA`

Da

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

FBpKq

ff

ă 8, almost surely.

3.2.3 Proof of Theorem 2.8

Proof of Theorem 2.8. We first have the following claim:
Claim 3.9.1. Under the assumptions of Theorem 2.8, for any u, v P N, we have

P pdegpu,Tτnq “ degpv,Tτnq for infinitely many n P Nq “ 0.

By Claim 3.9.1, and taking a union bound over the countably many pairs u, v P U , we have

P pDu, v P U : degpu,Tτnq “ degpv,Tτnq for infinitely many n P Nq “ 0. (3.18)
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Now, any candidate persistent hub must ‘catch up’ in out-degree of each of its ancestors,
hence, by Lemma 3.8, the set

P :“
"

u P U : Dn P N0 such that degpu, Tnq “ max
vPTn

degpv, Tnq
*

is finite, almost surely. Suppose that, for u, v P P we have

degpu,Tτnq “ max
wPTτn

degpw,Tτnq

for infinitely many n, and degpv,Tτnq “ maxwPTτn degpw,Tτnq for infinitely many n. As the
out-degree of u needs to ‘catch up’ to the out-degree of v for u to become an index of maximal
out-degree, it must be the case that degpu,Tτnq “ degpv,Tτnq for infinitely many n P N. By
Equation (3.18), it must be the case that u “ v almost surely, proving uniqueness.

Proof of Claim 3.9.1. Suppose that for u, v P U , we have degpu,Tτnq “ degpv,Tτnq for
infinitely many n P N with positive probability. Then, it must be the case that, for infinitely
many j P N,

Bpuq `
j
ÿ

i“1
Xpuiq ď Bpvq `

j
ÿ

i“1
Xpviq ă Bpuq `

j`1
ÿ

i“1
Xpuiq,

which implies that

0 ď Bpuq ´ Bpvq `
j
ÿ

i“1
pXpujq ´Xpvjqq ă Xpupj ` 1qq for infinitely many j. (3.19)

Now,

(I) If Item 1 of Theorem 2.8 is satisfied, by the Borel-Cantelli lemma, we almost surely have
0 ď Bpuq ´Bpvq `

řj
i“1pXpuiq ´Xpviqq ă Xpupj ` 1qq for only finitely many j, thus

Equation (3.19) cannot be satisfied with positive probability.

(II) Otherwise, if Item 2 of Theorem 2.8 is satisfied, first, by Lemma 3.2, the almost surely
convergent series

ř8

i“1pXpuiq ´ Xpviqq contains no atom on R. Hence, the random
variable

Bpuq ´ Bpvq `
8
ÿ

i“1
pXpuiq ´Xpviqq

contains no atom at 0. On the other hand, by the Borel-Cantelli lemma, almost surely,
for any ε ą 0, we have Xj ď ε for all but finitely many j. Now, suppose that (3.19) is
satisfied. Then, for any ε ą 0

0 ď Bpuq ´ Bpvq `
8
ÿ

i“1
pXpuiq ´Xpviqq ă ε.

This can only be the case if Bpuq ´ Bpvq `
ř8

i“1pXpuiq ´Xpviqq contains an atom at
0, a contradiction.
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3.3 Proofs of Theorems 2.10 and 2.16

For the proof of Theorem 2.10, first suppose that, given the random sequence pF pkqqkPN0 , we
define the sequence pXiqiPN0 such that,

Xi „ Yi where, conditional on F pi´ 1q, we have Yi „ Exp pF pi´ 1qq . (3.20)

In other words, each Xi is defined as a mixture of exponential random variables, with rate
parameter F pi ´ 1q. Define the process pTtqtě0 with this choice of pXiqiPN0 . Then, applying
a standard embedding procedure that exploits the memoryless property of the exponential
distribution and properties of minima of independent exponential random variables (see, for
example, [16, Section 2.1]), we have, up to re-labelling of nodes,

pTτnqnPN0 „ pTnqnPN0 .

It thus suffices to apply Theorems 2.3 and 2.8 to the process pTτnqnPN0 , with pXiqiPN0 as
defined in (3.20).

We start with the proofs of Items 1 and 2 of Theorem 2.3, which are straightforward applica-
tions of the more general Theorems 2.3 and Theorem 2.8.

3.3.1 Proof of Theorem 2.10

Proof of Theorem 2.10. First note that, with pXiqiPN as defined in (3.20), Assumption 2.1 is
satisfied: mutual independence of the pXiqiPN follows from the independence of pF piqqiPN0 ,
whilst, by the properties of the exponential distribution, for any j P N, we have 0 ă Xj ă 8

almost surely, which implies the second and third criteria.

Now, by [17, Item 1 of Theorem 1.4 & Item 2 of Theorem 1.10] 2, if pXiqiPN and pX 1
iqiPN are

independent collections of independent random variables distributed according to (3.20), we
have

8
ÿ

i“1
pXi ´X

1
iq converges almost surely, if and only if

8
ÿ

i“0

1
F piq2

ă 8 almost surely.

Thus, Item 1 of Theorem 2.10 already follows from Item 1 of Theorem 2.3.

For Item 2 of Theorem 2.10, suppose that λ satisfies (2.8). Note also, that the quantity
appearing in (2.8) is decreasing in λ. Therefore, using the formula for the Laplace transform
of an exponential random variable, and the independence of pF piqqiPN0 , for some α ě λ we
have

8
ÿ

i“0

i
ź

j“0
E
„

F pjq

F pjq ` α



“

8
ÿ

i“1
E
”

e´α
ři
j“1 Xj

ı

ă 1. (3.21)

Now, by Equation (2.7), for any η ą 0 such that η ď infiěk xi, again by using properties of
the exponential distribution, we have

8
ź

i“k`1
E rexp pη pX 1

i ´Xiqqs ď

8
ź

i“k

x2
i

x2
i ´ η

2 “

8
ź

i“k

ˆ

1` η2

x2
i ´ η

2

˙

ď exp
˜

8
ÿ

i“k

η2

x2
i ´ η

2

¸

.(3.22)

2Note that ‘strict leadership’ in that model implies ‘leadership’.
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If we choose η “ ηk :“
c

´

2
ř8

i“k
1
x2
i

¯´1
, note that, for each i ě k, ηk ď xi{

?
2, and we

readily verify that (3.22) is bounded by e2. One can make this choice whenever
ř8

i“1
1
x2
i
ă 8,

and, moreover, since limkÑ8

ř8

i“k
1
x2
i
“ 0, we have limkÑ8 ηk “ 8. Thus, with α ą 0 as

defined in (3.21), if we choose K :“ inf tk P N : ηk ě αu, Equation (2.3) of Theorem 2.3 is
satisfied. This proves the existence of a persistent hub.

For uniqueness, we use Item 2 of Theorem 2.8. The first condition is readily satisfied, since
by smoothness of the exponential distribution, for any j P N, we have P

`

Xj ‰ X 1
j

˘

“ 1. For
the second condition, by using the inequality e´x ď 1

x2 and the definition of the exponential
distribution, for any ε ą 0 we have

8
ÿ

j“1
P pXj ą εq “

8
ÿ

j“0
E
“

e´εF pjq
‰

ď
1
ε

8
ÿ

j“0

1
x2
j

ă 8. (3.23)

The result follows.

3.3.2 The proof of Theorem 2.16

This proof relies more heavily on the discrete dynamics of the generalised preferential tree.
We first show that, the maximal out-degree of the process grows sufficiently quickly. In this
regard, define

Mn :“ max
uPTn

deg`ppu, Tnqq.

Recall the definition of pZiqiPN0 from (2.6).

First note that, ifNkpnq denotes the number of nodes of out-degree k in Tn, by the handshaking
lemma, we have

Mn
ÿ

k“0
pk ` 1qNkpnq “ 2n.

Therefore, under the condition (2.15), for all n P N, we have the deterministic bound

Zn “

Mn
ÿ

k“0
fpkqNkpnq ď

κfpMnq

Mn ` 1

Mn
ÿ

k“0
pk ` 1qNkpnq “

2nκfpMnq

Mn ` 1 . (3.24)

We then have the following lemma, closely related to Proposition 12 of Galashin:

Lemma 3.10. For any ε ą 0, there exists r ą 0 such that

P
`

@n P N : Mnn
´1{p2κq

ě r
˘

“ P
`

@n P N : Mn ě
P

n1{p2κqr
T˘

ě 1´ ε. (3.25)

Remark 3.11. Lemma 3.10 uses a similar argument to [12, Proposition 12]. đ

Proof of Lemma 3.10. First, we prove the following claim:
Claim 3.11.1. The sequence defined by S1 :“ 1

M1
“ 1, and

Sn :“ 1
Mn

n´1
ź

i“1

ˆ

1´ 1
2iκ

˙´1

, n ě 2,

is a super-martingale with respect to the filtration generated by pTiqiPN.
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Lemma 3.10 follows as a result of the following facts. We first note that,
n´1
ź

i“1

ˆ

1´ 1
2iκ

˙´1

“

n´1
ź

i“1

2iκ
2iκ´ 1 “

n´1
ź

i“1

i

i´ 1{p2κq “
ΓpnqΓp1´ 1{p2κqq

Γpn´ 1{p2κqq .

By using the fact that, for each n P N, α ą 0

n´αΓpnq{Γpn´ αq ą 0 and lim
nÑ8

n´αΓpnq{Γpn´ αq “ 1,

we may define

cmin :“ inf
nPN

n´1{p2κqΓpnqΓp1´ 1{p2κq
Γpn´ 1{p2κqq ą 0.

But then, by Doob’s martingale inequality,

P
`

Dj : j´1{2κMj ă r
˘

“ P
ˆ

sup
jPN

j1{2κM´1
j ą

1
r

˙

ď P
ˆ

sup
jPN

Sj ą
cmin

r

˙

ď E rS1s r{cmin “ r{cmin.

By setting r “ εcmin we deduce Equation (3.25).

Proof of Claim 3.11.1. Note that, since there may be multiple nodes in Tn with out-degree
Mn, we have

E r1{Mn`1 | Tns “

#

1
Mn`1 with probability at least fpMnq{Zn,

1
Mn

with probability at most 1´ fpMnq{Zn.

Therefore, for n P N

E r1{Mn`1 | Tns ď
1

Mn

ˆ

1´ fpMnq

Zn

˙

`
1

Mn ` 1
fpMnq

Zn

“
1

Mn

´
1

MnpMn ` 1q
fpMnq

Zn

“
1

Mn

ˆ

1´ fpMnq

ZnpMn ` 1q

˙

(3.24)
ď

1
Mn

ˆ

1´ 1
2nκ

˙

.

Multiplying both sides by
śn

i“1
`

1´ 1
2iκ

˘´1, we conclude the proof.

The proof of Theorem 2.16 works by using a Borel-Cantelli argument to show that the event

tthe nth node catches up to a node of maximal out-degree in Tnu ,

occurs only finitely often, which shows that Equation (3.13) from Lemma 3.8 is satisfied. We
wish to define this event more formally, with respect to the underlying process pTtqtě0. In this
regard, for n P N,

mn :“ min
 

u P Tτn : deg`pu,Tτnq “Mn

(

and on :“ min
 

u P TτnzTτn´1

(

, (3.26)

where, in both cases, the minimum refers to the lexicographical ordering on U . Therefore, mn

denotes the Ulam-Harris label of a node that attains the maximal out-degree in Tτn , and on
denotes the Ulam-Harris label of the nth node in the process pTnqnPN.
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Proof of Theorem 2.16. Note that, as defined in (3.26), the values on and mn are measur-
able with respect to Fτn . Additionally, by definition, deg`pmn,Tτnq “ Mn. Thus, by the
memoryless property of the exponential distribution, conditional on Fτn , the waiting time

X 1
pmnpMn ` 1qq :“ XpmnpMn ` 1qq ´ τn „ Exp pfpMnqq .

Note also that the random variables X 1pmnpMn`1qq, pXpmnpMn`jqqqjě2 and pXponjqqjPN
are independent of Fτn . Consequentially, conditional on Fτn , we have

An :“
 

Dt ą 0: deg`pon,Ttq ě deg`pmn,Ttq
(

“

#

Dj :
Mn`j
ÿ

i“1
Xponiq ď X 1

pmnpMn ` 1qq `
Mn`j
ÿ

i“Mn`2
Xpmniq

+

.

The event on the right hand side says that, for some j, on reaches out-degree Mn ` j
before mn does. Now, by Lemma 3.4, with pXiqiPN, pXiqiPN independent sequences with
Xi „ Exp pfpi´ 1qq, for λ ą 0 we have

P pAn |Fτnq ď

˜

8
ź

i“Mn`1
E
„

eλpX
1
i´Xiq

ˇ

ˇ

ˇ

ˇ

Mn



¸

E
„

e´λ
řMn
k“1 Xk

ˇ

ˇ

ˇ

ˇ

Mn



. (3.27)

Now, for each r ą 0 we also define

brn :“
P

n1{p2κq
{r
T

and Br :“ t@n P N : Mn ě brnu . (3.28)

Noting that the right-side of (3.27) is decreasing in the value of Mn, by combining (3.27)
and (3.28), for any λ ă fpbrnq

P pAn X Br
q ď

˜

8
ź

i“brn`1
E
”

eλpX
1
i´Xiq

ı

¸

E
”

e´λ
řbrn
k“1 Xk

ı

(3.29)

“

8
ź

i“brn

ˆ

1` λ2

fpiq2 ´ λ2

˙ brn´1
ź

k“0

ˆ

1` λ

fpkq ` λ

˙

ď exp
˜

8
ÿ

i“brn

λ2

fpiq2 ´ λ2

¸

exp
˜

´

brn´1
ÿ

k“0

λ

fpkq ` λ

¸

ď exp
˜

8
ÿ

i“brn

λ2

fpiq2 ´ λ2

¸

exp
ˆ

´
λ

fp0q

˙

.

Note that (2.15) implies that for each ` P N

fp`q ě pfp0q{κqp`` 1q,

and thus, by a (crude) integral test bound, that for k P N,
8
ÿ

`“j

1{fp`q2 ď pκ{fp0qq2
8
ÿ

`“j

1
p`` 1q2 ă

2pκ{fp0qq2
j

. (3.30)

In a similar manner to the passage following (3.22), choose

λ “ λn :“

g

f

f

e

˜

2
8
ÿ

i“brn

1
fpiq2

¸´1
(3.30)
ą

a

brnfp0q
2κ

(3.28)
ě

fp0qn1{p4κq

2κ
?
r

. (3.31)
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Then, since λn ď fpjq{2 for each j ě brn, we can bound the right-side of (3.29) so that

P pAn X Br
q

(3.31)
ă e2 exp

ˆ

´
n1{p4κq

2κ
?
r

˙

. (3.32)

The right-side of (3.32) is summable, hence, by the Borel-Cantelli lemma, we have

P pAn X Br occurs for infinitely many n q “ 0.

By Lemma 3.10, for any ε ą 0, there exists r ą 0 such that P pBrq ě 1 ´ ε, hence, for any
ε ą 0, we have

P pAn occurs for infinitely many n q ă ε.

Hence, with probability one, An only occurs finitely often. This implies that the set

ton : on catches up to a node of maximal out-degreeu

is finite, hence there is a finite set P which contains nodes of maximal out-degree, for all but
finitely many n. A similar argument to the proof of Item 2 of Theorem 2.3, using (3.14), now
implies the existence of a persistent hub. Uniqueness follows from a similar argument to the
proof of Theorem 2.10, using the deterministic values fpjq instead of xj in (3.23).
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