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# Bounded functional calculus for divergence form operators with dynamical boundary conditions 

Tim Böhnlein, Moritz Egert, Joachim Rehberg


#### Abstract

We consider divergence form operators with complex coefficients on an open subset of Euclidean space. Boundary conditions in the corresponding parabolic problem are dynamical, that is, the time derivative appears on the boundary. As a matter of fact, the elliptic operator and its semigroup act simultaneously in the interior and on the boundary. We show that the elliptic operator has a bounded $H^{\infty}$-calculus in $\mathrm{L}^{p}$ if the coefficients satisfy a $p$-adapted ellipticity condition. A major challenge in the proof is that different parts of the spatial domain of the operator have different dimensions. Our strategy relies on extending a contractivity criterion due to Nittka and a non-linear heat flow method recently popularized by Carbonaro-Dragičević to our setting.


## 1 Introduction

This paper is dedicated to elliptic operators in divergence form along with their associated parabolic problems, which are commonly encountered in science. These scenarios frequently pose challenges due to discontinuous coefficient functions and singular objects on the right-hand side, which reside on sets with Hausdorff dimension smaller than the spatial dimension. It is widely recognized, e.g. in the theory of electricity (see the monograph of the Nobel prize winner I. Tamm [62, Chap. 1.4]) that (spatial) jumps in the coefficient function are intimately connected to the presence of surface densities on the right-hand side.

### 1.1 The parabolic equation

First, let us give a formal description of the linear parabolic problem with dynamical boundary conditions that we have in mind. An excellent exposition for the derivation of such equations in sciences can be found in [42]. In dimension $d \geq 2$ we let $O \subseteq \mathbb{R}^{d}$ be open, $D \subseteq \partial O, \Sigma \subseteq \bar{O} \backslash D, T \in(0, \infty$ ] and consider the system

$$
\begin{align*}
\partial_{t} u-\operatorname{div}(A \nabla u) & =\left.f\right|_{O \backslash \Sigma} \\
\partial_{t} u+\nu \cdot A \nabla u & =\left.f\right|_{\Sigma \cap \partial O} \\
\partial_{t} u+\nu_{\Sigma \cap O} \cdot A \nabla u & =\left.f\right|_{\Sigma \cap O}  \tag{1.1}\\
u & =0 \\
\nu \cdot A \nabla u & =0 \\
u(0) & =u_{0}
\end{align*}
$$

$$
\begin{array}{r}
\text { in }(0, T) \times(O \backslash \Sigma), \\
\text { on }(0, T) \times(\Sigma \cap \partial O), \\
\text { on }(0, T) \times(\Sigma \cap O), \\
\text { on }(0, T) \times D, \\
\text { on }(0, T) \times \partial O \backslash(D \cup \Sigma), \\
\text { in } O \cup \Sigma .
\end{array}
$$

Here, $A$ is a uniformly strongly elliptic coefficient function with complex, bounded and measurable entries, that is,

$$
\begin{equation*}
\lambda(A):=\underset{x \in O}{\operatorname{essinf}} \min _{|\xi|=1} \operatorname{Re}(A(x) \xi \cdot \bar{\xi})>0 \quad \& \quad \Lambda(A):=\underset{x \in O}{\operatorname{esssup}}|A(x)|<\infty, \tag{1.2}
\end{equation*}
$$

the vector $\nu$ is the outer unit normal, $\nu_{\Sigma \cap O}$ denotes a 'jump' in the normal derivative on $\Sigma \cap O$, and $f, u_{0}$ are functions defined on $O \cup \Sigma$. Hence, the underlying set for the dynamics is $O \cup \Sigma$, where the 'volume' $O$ is equipped with the $d$-dimensional Lebesgue measure, but the 'surface' $\Sigma$ is a Lebesgue null set and carries a different Radon measure $m$. In science, $\Sigma$ would typically be a Lipschitz surface with $(d-1)$-dimensional Hausdorff measure, but our mathematical treatment allows it to be as wild as the von Koch snowflake with its natural measure of fractal dimension, or of Hausdorff co-dimension larger than 1.

### 1.2 The variational setting

Following [4, 31, 38, 54], we model (1.1) as an abstract Cauchy problem

$$
\begin{aligned}
u^{\prime}(t)+\mathscr{L}^{A} u(t) & =f(t) \quad(t \in(0, T)), \\
u(0) & =u_{0},
\end{aligned}
$$

in the natural $\mathrm{L}^{2}$-space $\mathbb{L}^{2}:=\mathrm{L}^{2}(O \cup \Sigma, \mathrm{~d} x \oplus \mathrm{~d} m)$ that takes the two dynamical parts into account. This can efficiently be done by an extension of the form method due to Arendt-ter Elst [3], see Section 3 for details. In this construction, $\mathscr{L}^{A}$ is associated with the usual sesquilinear form for divergence form operators,

$$
\begin{equation*}
a: V \times V \rightarrow \mathbb{C}, \quad a(u, v):=\int_{O} A \nabla u \cdot \overline{\nabla v} \mathrm{~d} x \tag{1.3}
\end{equation*}
$$

where $V=\mathrm{W}_{D}^{1,2}(O)$ is a Sobolev space that models the homogeneous Dirichlet condition on $D$ in the fourth line of 1.1 . However, $V$ is not considered as a subspace of $\mathrm{L}^{2}(O)$ but of $\mathbb{L}^{2}$ through the identification operator $j(u)=\left.u\right|_{O} \oplus \operatorname{Tr}(u)$ in order to account for the dynamics on $\Sigma$, compare with [38, Sec. 1]. To this end, we need minimal geometric assumptions that we describe next.

Assumption 1.1. Throughout the entire paper, $d \geq 2$ and:
(i) The set $O \subseteq \mathbb{R}^{d}$ is open and non-empty.
(ii) The Dirichlet part $D \subseteq \partial O$ is closed and possibly empty.
(iii) The dynamical part $\Sigma \subseteq \bar{O} \backslash D$ is a non-empty Borel set with Lebesgue measure zero.
(iv) The trace to $\Sigma$, defined for $u \in V \cap \mathrm{C}(\bar{O})$ by pointwise restriction

$$
\operatorname{Tr}(u):=\left.u\right|_{\Sigma}
$$

extends by density to a bounded linear operator from $V$ into $\mathrm{L}^{2}(\Sigma, \mathrm{~d} m)$, where $m$ is a Radon measure on $\Sigma$.

Remark 1.2. We denote the extension of the trace map in Assumption 1.1 (iv) by the same symbol. As usual, a Radon measure is a Borel measure that is finite on (relative) compact sets, outer regular on Borel sets, and inner regular on (relative) open sets.

We refer to Section 2 for explicit examples that we have in mind, including fractal sets $\Sigma$, but it is conceptually much simpler to stick to the more general assumption above.

### 1.3 Main results

Abstract theory of sectorial forms tells us that $\mathscr{L}^{A}$ generates a holomorphic contraction semigroup in $\mathbb{L}^{2}$. Thus, $\mathscr{L}^{A}$ has a bounded $\mathrm{H}^{\infty}$-calculus in $\mathbb{L}^{2}$ and notably exhibits maximal parabolic regularity,
serving as a powerful tool for handling nonlinear versions of (1.1) via fixed-point methods, and even stochastic maximal regularity [64].
The primary focus of this work is to elaborate whether these properties extend to $\mathbb{L}^{p}:=\mathrm{L}^{p}(O \cup$ $\Sigma, \mathrm{d} x \oplus \mathrm{~d} m)$ for $p \neq 2$. For operators with real coefficients this problem and related ones are extensively investigated in the full Lebesgue scale, see e.g. [31, 38, 43, 49]. Their techniques do not carry over to the complex case, which, to the best of our knowledge, has been an open problem. We settle the question in our main result:
Theorem 1.3. Let $p \in(1, \infty)$ and suppose that $A$ is $p$-elliptic. The semigroup $\left(\mathrm{e}^{-t \mathscr{L} A}\right)_{t \geq 0}$ extends to an analytic contraction semigroup on $\mathbb{L}^{p}$ of angle $\theta_{p} \in(0, \pi / 2)$ defined in 1.5 and its generator $\mathscr{L}_{p}^{A}$ has a bounded $\mathrm{H}^{\infty}$-calculus of angle $\pi / 2-\theta_{p}$. In particular, $\mathscr{L}_{p}^{A}$ has maximal parabolic regularity.
Above, $\boldsymbol{p}$-ellipticity refers to an algebraic condition on the coefficients that originates from CialdeaMaz'ya [24]:

$$
\begin{equation*}
\Delta_{p}(A):=\operatorname{essinf} \min _{\mid \xi \in O} \operatorname{Re}(A(x) \xi \cdot \overline{(\xi+(1-2 / p) \bar{\xi})})>0 \tag{1.4}
\end{equation*}
$$

This notion was introduced by Carbonaro-Dragičević [18] and independently by Dindoš-Pipher [29]. It bridges between uniform strong ellipticity for complex matrices $(p=2)$ and real matrices $(p=\infty)$, compare with Section 4.1. Every uniformly strongly elliptic $A$ is $p$-elliptic in a range of $p$ 's that depends on $\lambda(A), \Lambda(A)$ [34, Cor. 3]. Therefore, Theorem 1.3 always applies in an $A$-dependent range of $p$ 's. The angle above is

$$
\begin{equation*}
\theta_{p}:=\sup \left\{\theta \in[0, \pi / 2): \mathrm{e}^{ \pm \mathrm{i} \theta} A \text { is } p \text {-elliptic }\right\} \tag{1.5}
\end{equation*}
$$

and we address the problem of finding lower bounds for $\theta_{p}$ in terms of the 'data' of $A$ in Section 8
Compared to many $L^{p}$-extrapolation results related to elliptic operators [5, 9, 13, 14, 16, 34, 36, 60], there is no clear dimensional scaling on the spatial domain of our operators due to the presence of $\Sigma$. This seems to forbid any use of (generalized) kernel estimates on objects related to $\mathscr{L}^{A}$. In proving Theorem 1.3, we had to watch out for methods that predominantly work on the level of the sesquilinear form $a$ in 1.3 and not on the associated operator $\mathscr{L}^{A}$, because the former one does not involve $\Sigma$. We found a suitable approach in the non-linear heat flow technique of CarbonaroDragičević [17, 18, 19, 20, 21]. Largely inspired by their results, we first prove a bilinear embedding in Section 5

Theorem 1.4. Let $p \in(1, \infty)$ and $A, B$ be $p$-elliptic. Then there is a constant $C>0$ that depends only on $p, \lambda(A, B), \Lambda(A, B)$ and $\Delta_{p}(A, B)$ such that

$$
\left.\int_{0}^{\infty} \int_{O}\left|\nabla\left(\mathrm{e}^{-t \mathscr{L}^{A}} f\right)\right|_{O}|\cdot| \nabla\left(\mathrm{e}^{-t \mathscr{L}^{B}} g\right)\right|_{O} \mid \mathrm{d} x \mathrm{~d} t \leq C\|f\|_{p}\|g\|_{p^{\prime}} \quad\left(f, g \in \mathbb{L}^{p} \cap \mathbb{L}^{p^{\prime}}\right)
$$

Here, $p^{\prime}=p /(p-1)$ denotes the Hölder conjugate of $p$ and

$$
\lambda(A, B):=\lambda(A) \wedge \lambda(B), \quad \Lambda(A, B):=\Lambda(A) \vee \Lambda(B) \quad \& \quad \Delta_{p}(A, B):=\Delta_{p}(A) \wedge \Delta_{p}(B)
$$

are common ( $p$-)ellipticty constants for $A$ and $B$. Theorem 1.4 implies Theorem 1.3 by standard quadratic estimates due to Cowling-Dust-McIntosh-Yagi [27], see Section 6. However, this isn't the whole story, as the boundedness of the semigroup in $\mathbb{L}^{p}$ is needed in the proof of Theorem 1.4. We will address this prerequisite beforehand in Section 4 by providing a generalization of Nittka's invariance criterion [54] tailored to our needs.

In both, the bilinear embedding and Nittka's criterion, the main novelty is the presence of the identification operator $j$. It poses new technical challenges that we resolve in this work. We make essential use of the particular choice of $j$, or more precisely, that it is injective and that $j$ as well as $j^{-1}$ commute with certain non-linear maps.

### 1.4 Discussion of the $\mathrm{L}^{p}$-setting

Let us provide further motivation for considering the elliptic/parabolic operators in the particular spaces $\mathbb{L}^{p}$.

In the realm of mathematical semiconductor modeling, a widely studied model is the Van Roosbroeck system [52, 59, 53]. This system comprises a set of nonlinear drift-diffusion equations with surface charge densities on the right-hand sides. Mathematically, they are understood as measures concentrated on surfaces. In an advanced writing of the system [41], dynamical boundary conditions emerge on parts of the boundary. Solving the system numerically is a nontrivial task and the only known successful algorithm, due to Scharfetter-Gummel, bases on two essentials. First, if the system is studied in some function space, then its dual has to contain indicator functions of subsets, such as boxes or tetrahedra, as 'test functions'. This is true in $\mathbb{L}^{p}$ and false in the more general distribution spaces used e.g. in [53]. Second, once having tested the system with indicator functions on a partition of subdomains, a point balance across all subdomains needs to be established. Usually, this conversion involves transforming local volume integrals into surface integrals utilizing Gauß' theorem [26]. While this method is effective when the flux's divergence is a measure, it fails when it is only a distribution.

However, already when dealing with semilinear parabolic equations, a standard approach to handling right-hand sides $R$ that depend nonlinearly on the solution, is based on the fact that $R$ is (locally) Lipschitz continuous with respect to the solution. This holds when the solution space is equipped with the topology of an interpolation space between the underlying Banach space and the domain of the elliptic operator [57, Chap. 6]. For parabolic equations on $O$ it typically suffices to know that domains of fractional powers of the linear elliptic operator embed into $L^{\infty}$ in order to catch the nonlinearities [39] but in the case of the $\mathbb{L}^{p}$ spaces involving two different measures, a pointwise uniform control is needed.

We address this issue in Section 7. where for large $p$ we establish embeddings of fractional power domains of $\mathscr{L}_{p}^{A}$ into spaces of Hölder continuous functions on $O \cup \Sigma$ in various settings. These embeddings generalize results in [30, 31, 38, 47, 50] for parabolic equations on $O$ and open the door for proving Hölder regularity for solutions of the parabolic equations simultaneously in space and time, which can be very useful in applications, see e.g. [12, 22] and references therein. The proof relies on delicate yet known mapping properties of the sesquilinear form 1.3 , which are independent of the dynamical boundary conditions, and a 'transference formula' for the inverse of $\mathscr{L}^{A}$, which might be of independent interest.

### 1.5 Notation

We write $B(x, r) \subseteq \mathbb{R}^{d}$ for the open ball with center $x \in \mathbb{R}^{d}$ and radius $r>0$ and denote inner products by $\langle\cdot, \cdot\rangle$ if the context is clear. The (almost everywhere) restriction of functions $u$ to a subset $F$ is indicated by $\left.u\right|_{F}$.

## 2 Geometry

This section contains prerequisites on function spaces and a unified treatment of Sobolev traces, leading to a variety of geometric configurations that match with our background assumption (Assumption 1.1 .
Definition 2.1. Let $\mathrm{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{d} \backslash D\right)$ be the space of all $\mathbb{C}$-valued, smooth and compactly supported functions on $\mathbb{R}^{d}$ whose support avoids $D$. For $F \subseteq \mathbb{R}^{d}$ we define

$$
\mathrm{C}_{D}^{\infty}(F):=\left.\mathrm{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{d} \backslash D\right)\right|_{F}
$$

Definition 2.2. Let $p \in[1, \infty)$. We denote by $\mathrm{W}_{D}^{1, p}(O)$ the closure of $\mathrm{C}_{D}^{\infty}(O)$ with respect to the norm $\|\cdot\|_{1, p}:=\left(\|\cdot\|_{p}^{p}+\|\nabla \cdot\|_{p}^{p}\right)^{1 / p}$ and abbreviate $V:=\mathrm{W}_{D}^{1,2}(O)$. Furthermore, we write $\mathrm{W}_{D}^{-1, p}(O):=\left(\mathrm{W}_{D}^{1, p^{\prime}}(O)\right)^{*}$, the space of bounded anti-linear functionals on $\mathrm{W}_{D}^{1, p^{\prime}}(O)$.
By uniform continuity, all functions in $\mathrm{C}_{D}^{\infty}(O)$ extend continuously to $\bar{O}$. Hence, $V \cap \mathrm{C}(\bar{O})$ is dense in $V$ and Assumption 1.1 (iv) makes sense. Note that we use $\mathrm{W}_{\varnothing}^{1,2}(O)$ when the Dirichlet part is empty, which should be thought of as a regularized version of the usual Sobolev space $\mathrm{W}^{1,2}(O)$ that contains enough functions with a well-defined trace, compare with [56, Chap. 4] and [2, 4, 58].

### 2.1 The identification map $j$

To define dynamical boundary conditions rigorously via the form method, we use an embedding of $V$ into an $\mathrm{L}^{2}$-space on $O \cup \Sigma$. Below, $m$ is the Radon measure from Assumption 1.1 (iv),
Definition 2.3. Let $p \in[1, \infty]$. We denote by $\mathrm{L}^{p}(O)=\mathrm{L}^{p}(O, \mathrm{~d} x)$ the usual Lebesgue space of $p$-integrable functions, put $\mathrm{d} \mu=\mathrm{d} x \oplus \mathrm{~d} m$ and write

$$
\mathbb{L}^{p}:=\mathrm{L}^{p}(O \cup \Sigma, \mathrm{~d} \mu):=\mathrm{L}^{p}(O) \oplus \mathrm{L}^{p}(\Sigma)
$$

We refer to this space as the $\mathrm{L}^{p}$-space over the hybrid measure space $(O \cup \Sigma, \mathrm{~d} \mu)$. The identification operator is given by

$$
j: V \rightarrow \mathbb{L}^{2}, \quad j(u):=\left.u\right|_{O} \oplus \operatorname{Tr}(u)
$$

The terminology 'hybrid' highlights the fact that parts of such functions 'live' on the volume ( $O, \mathrm{~d} x$ ), whereas another part 'lives' on the typically lower dimensional set ( $\Sigma, \mathrm{d} m$ ). We could have also used $O \backslash \Sigma$ for the volume part in order to have 'restrictions' to two disjoint sets. However, there's no confusion here as $\Sigma$ is assumed to be a Lebesgue null set according to Assumption 1.1 (iii),
Lemma 2.4. The space $\mathrm{C}_{D}^{\infty}(\Sigma)$ is dense in $\mathrm{L}^{2}(\Sigma)$. In particular, $j(V)$ is dense in $\mathbb{L}^{2}$.
Proof. Density of $\mathrm{C}_{D}^{\infty}(\Sigma)$ in $\mathrm{L}^{2}(\Sigma)$ follows by combining three density results. First, by dominated convergence, $\mathrm{L}^{2}(\Sigma)$-functions with support in a compact set $\Sigma^{\prime} \subseteq \Sigma$ with $\operatorname{dist}\left(\Sigma^{\prime}, D\right)>0$ are dense in $\mathrm{L}^{2}(\Sigma)$. Second, $\Sigma^{\prime}$ carries the Radon measure $\left.m\right|_{\Sigma^{\prime}}$, so $\mathrm{C}\left(\Sigma^{\prime}\right)$ is dense in $\mathrm{L}^{2}\left(\Sigma^{\prime}, \mathrm{d} m\right)$, see for instance [65, Thm. 19.38]. Third, $\Sigma^{\prime}$ keeps a positive distance to $D$, so the restrictions $C_{D}^{\infty}\left(\Sigma^{\prime}\right)$ form a unital $*$-algebra that separates the points of $\mathrm{C}\left(\Sigma^{\prime}\right)$ and the Stone-Weierstrass theorem yields that $\mathrm{C}_{D}^{\infty}\left(\Sigma^{\prime}\right)$ is $\|\cdot\|_{\infty}$-dense in $\mathrm{C}\left(\Sigma^{\prime}\right)$.
In order to see that the above implies that $j$ has dense range in $\mathbb{L}^{2}$, we suppose that $u \in j(V)^{\perp}$. Then, we have

$$
0=\left\langle\left. u\right|_{O},\left.v\right|_{O}\right\rangle+\left\langle\left. u\right|_{\Sigma},\left.v\right|_{\Sigma}\right\rangle \quad\left(v \in j(V) \subseteq \mathbb{L}^{2}\right)
$$

The second term on the right vanishes if $v \in \mathrm{C}_{\mathrm{c}}^{\infty}(O)$ vanishes on $\Sigma \cap O$. Since $\Sigma$ is a Lebesgue null set, such functions are dense in $\mathrm{L}^{2}(O)$ and we conclude that $\left.u\right|_{O}=0$. Now, we can use the density result from the first part to conclude $\left.u\right|_{\Sigma}=0$ and thus $u=0$.

For the $\mathbb{L}^{p}$-theory, we shall need to commute $j$ and its inverse with certain non-linear maps. While this is clear for $j^{-1}$, because applying $j^{-1}$ means restricting functions in $j(V)$ from $O \cup \Sigma$ to $O$, the argument for $j$ is more involved.

Lemma 2.5. Let $k, l \in \mathbb{N}, \Phi: \mathbb{C}^{k} \rightarrow \mathbb{C}^{l}$ be Lipschitz continuous with $\Phi(0)=0$ and let $U:=\left(u^{i}\right)_{i=1}^{k} \in V^{k}$. Then $\Phi(U) \in V^{l}$ and

$$
\left(j\left(\Phi(U)^{1}\right), \ldots, j\left(\Phi(U)^{l}\right)\right)=\Phi\left(j\left(u^{1}\right), \ldots, j\left(u^{k}\right)\right)
$$

Proof. We follow the argument in [34, Lem. 4]. Let $\left(U_{n}\right)_{n}=\left(\left(u_{n}^{i}\right)_{i=1}^{k}\right)_{n} \subseteq \mathrm{C}_{D}^{\infty}(O)^{k}$ be such that $U_{n} \rightarrow U$ in $V^{k}$ as $n \rightarrow \infty$. Since $\Phi$ is Lipschitz continuous with $\Phi(0)=0$, it follows that $\left(\Phi\left(U_{n}\right)\right)_{n} \subseteq V^{l}$ is bounded. Hence, we find some $v \in V^{l}$ such that $\Phi\left(U_{n}\right) \rightarrow v$ weakly in $V^{l}$ along a subsequence. On the other hand, $\Phi\left(U_{n}\right) \rightarrow \Phi(U)$ in $\mathrm{L}^{2}(O)^{l}$ and we conclude that $\Phi(U)=v \in V^{l}$. This proves the first assertion.

To show the second one, we use the first part and that $j: V \rightarrow \mathbb{L}^{2}$ is continuous to conclude that $\left(j\left(\Phi\left(U_{n}\right)^{1}\right), \ldots, j\left(\Phi\left(U_{n}\right)^{l}\right)\right) \rightarrow\left(j\left(\Phi(U)^{1}\right), \ldots, j\left(\Phi(U)^{l}\right)\right)$ weakly in $\left(\mathbb{L}^{2}\right)^{l}$ along a subsequence. Since all $\Phi\left(U_{n}\right)^{i}$ are continuous on $\bar{O}$, the map $\operatorname{Tr}$ acts as an honest pointwise restriction and we can commute

$$
\left(j\left(\Phi\left(U_{n}\right)^{1}\right), \ldots, j\left(\Phi\left(U_{n}\right)^{l}\right)\right)=\Phi\left(j\left(u_{n}^{1}\right), \ldots, j\left(u_{n}^{k}\right)\right)
$$

The right-hand side tends to $\Phi\left(j\left(u^{1}\right), \ldots, j\left(u^{k}\right)\right)$ in $\mathbb{L}^{2}$ and the proof is complete.

### 2.2 Lebesgue points and traces

For a globally defined function $f \in \mathrm{~L}_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$, we recall that $x \in \mathbb{R}^{d}$ is a Lebesgue point of $f$ if there exists $z \in \mathbb{C}$ such that

$$
\lim _{r \rightarrow 0} f_{B(x, r)}|f(y)-z| \mathrm{d} y=0
$$

compare with [1, Sec. 6.2]. In this case, we also have

$$
z=\lim _{r \rightarrow 0} f_{B(x, r)} f(y) \mathrm{d} y
$$

Lebesgue points allow us to assign pointwise values to equivalence classes of functions, sometimes called 'precise' or 'refined' representative.
Definition 2.6. Let $f \in \mathrm{~L}_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$ and $F \subseteq \mathbb{R}^{d}$. The global trace of $f$ to $F$ is defined as

$$
\operatorname{Tr}_{\text {glob }, F}(f)(x):=\lim _{r \rightarrow 0} f_{B(x, r)} f(y) \mathrm{d} y
$$

for all $x \in F$ for which the limit exists.
If the set $F$ happens to be a subset of $\bar{O}$, we can also define a trace for functions that are only defined on $O$ as follows.

Definition 2.7. Let $f$ be integrable on bounded subsets of $O$ and $F \subseteq \bar{O}$. The interior trace of $f$ to $F$ is defined as

$$
\operatorname{Tr}_{\mathrm{int}, F}(f)(x):=\lim _{r \rightarrow 0} f_{O \cap B(x, r)} f(y) \mathrm{d} y
$$

for all $x \in F$ for which the limit exists.
Whether global and interior traces exist in a suitable sense has been investigated extensively [4, [35, 51, 58, 61]. Here, our focus lies on making 'soft' assumptions on $V$ that are commonly used in heat kernel theory on domains [56, Sec. 6.3] rather than relying on geometric measure theory. By an extension of a function $f$ on $O$ we mean a function $\mathrm{E}(f)$ on $\mathbb{R}^{d}$ with the property that $\left.(\mathrm{E}(f))\right|_{O}=f$. An extension operator $\mathrm{E}: V \rightarrow \mathrm{~W}^{1,2}\left(\mathbb{R}^{d}\right)$ is a linear operator such that $\mathrm{E}(u)$ is an extension of $u$ for every $u \in V$.

Definition 2.8. We say that $V$ has the
(i) embedding property if there is some $\theta \in[0,1)$ and a constant $C_{E} \geq 0$ such that

$$
\|u\|_{q} \leq C_{E}\|u\|_{1,2}^{1-\theta}\|u\|_{2}^{\theta} \quad(u \in V),
$$

where $q \in(2, \infty]$ is defined by $1 / q=1 / 2-(1-\theta) / d$.
(ii) extension property if there is a bounded extension operator $\mathrm{E}: V \rightarrow \mathrm{~W}^{1,2}\left(\mathbb{R}^{d}\right)$, which should satisfy the additional $\mathrm{L}^{2}$-bound $\|\mathrm{E}(u)\|_{2} \leq C_{E}\|u\|_{2}$ for some $C_{E}>0$ and all $u \in V$ if we work in dimension $d=2$.

Remark 2.9. In Section 2.4 we come back to the extension property in concrete settings. The extension property implies the embedding property. Indeed, if $d \geq 3$, then we can take $q=2 d /(d-2)$ and $\theta=0$, and use the commutative diagram

where the first line is the Sobolev embedding on $\mathbb{R}^{d}$. If $d=2$, then we can take any $\theta \in(0,1)$ and transfer the respective Gagliardo-Nirenberg inequality from $\mathbb{R}^{d}$ to $O$ in the same manner. This is where the additional $\mathrm{L}^{2}$-bound for E is needed.

The embedding property ensures that $O$ is thick enough in points away from $D$. Indeed, the next result is a generalization of [46, Thm. 1], see also [8]. Unlike the original result, it also applies in the critical case $d=2$ without any connectivity assumption on $O$, compare with the proof of [46, Lem. 13].

Proposition 2.10. If $V$ has the embedding property, then there is $C>0$ depending only on $d, \theta$ and $C_{E}$ such that

$$
C r^{d} \leq|O \cap B(x, r)|
$$

for all $x \in \bar{O} \backslash D$ and $r \in(0,1 \wedge \operatorname{dist}(x, D))$.
Proof. We fix $x$ and $r$. As in [46], we consider a 'halving radius' $\widehat{r} \in(0, r)$ such that

$$
|O \cap B(x, \widehat{r})|=\frac{1}{2}|O \cap B(x, r)| .
$$

We fix $\varphi \in \mathrm{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{d}\right)$ such that $\mathbf{1}_{B(x, \widehat{r})} \leq \varphi \leq \mathbf{1}_{B(x, r)}$ and $\|\nabla \varphi\|_{\infty} \leq c /(r-\widehat{r})$ with a dimensional constant $c \geq 1$. Then $\left.\varphi\right|_{o} \in V$ with estimates

$$
\begin{aligned}
\|\varphi\|_{2} & \leq|O \cap B(x, r)|^{\frac{1}{2}} \\
\|\varphi\|_{1,2} & \leq 2 c(r-\widehat{r})^{-1}|O \cap B(x, r)|^{\frac{1}{2}} \\
\|\varphi\|_{q} & \geq\left(\frac{1}{2}|O \cap B(x, r)|\right)^{\frac{1}{2}-\frac{(1-\theta)}{d}}
\end{aligned}
$$

where for the Sobolev norm we have used that $r-\widehat{r} \leq 1$. We plug this bound into the embedding property in order to obtain

$$
r-\widehat{r} \leq 2 c\left(2^{1 / q} C_{E}\right)^{\frac{1}{(1-\theta)}}|O \cap B(x, r)|^{\frac{1}{d}}
$$

Now, we iterate: $r_{1}:=r$ and $r_{n+1}:=\widehat{r_{n}}$. Since $\left|O \cap B\left(x, r_{n}\right)\right|=2^{-n}|O \cap B(x, r)|$ tends to 0 as $n \rightarrow \infty$, we find $r_{n} \rightarrow 0$. A telescoping series yields the claim

$$
\begin{aligned}
r & =\sum_{n=1}^{\infty}\left(r_{n}-r_{n+1}\right) \\
& \leq 2 c\left(2^{1 / q} C_{E}\right)^{\frac{1}{(1-\theta)}} \sum_{n=1}^{\infty}\left|O \cap B\left(x, r_{n}\right)\right|^{\frac{1}{d}} \\
& =2 c\left(2^{1 / q} C_{E}\right)^{\frac{1}{(1-\theta)}}\left(\sum_{n=1}^{\infty} 2^{-\frac{n}{d}}\right)|O \cap B(x, r)|^{\frac{1}{d}} \\
& =\frac{2 c\left(2^{1 / q} C_{E}\right)^{\frac{1}{(1-\theta)}}}{2^{1 / d}-1}|O \cap B(x, r)|^{\frac{1}{d}} .
\end{aligned}
$$

With the previous result at hand, we can prove that our various notions of traces coincide on $\Sigma$.
Corollary 2.11. Suppose that $V$ has the embedding property. Let $f$ be integrable on bounded subsets of $O$ and let $u \in V \cap \mathrm{C}(\bar{O})$.
(i) If $\mathrm{E}(f) \in \mathrm{L}_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$ is any extension of $f$, then at every Lebesgue point $x \in \Sigma$ of $\mathrm{E}(f)$ we have

$$
\operatorname{Tr}_{\mathrm{glob}, \Sigma}(\mathrm{E}(f))(x)=\operatorname{Tr}_{\mathrm{int}, \Sigma}(f)(x) .
$$

(ii) For every $x \in \Sigma$ we have

$$
\operatorname{Tr}(u)(x)=\operatorname{Tr}_{\mathrm{int}, \Sigma}(u)(x) .
$$

Proof of (i). We set $z:=\operatorname{Tr}_{\text {glob }, \Sigma}(\mathrm{E}(f))(x)$. For $r \in(0,1 \wedge \operatorname{dist}(x, D))$ we obtain from Proposition 2.10 that

$$
\left|f_{O \cap B(x, r)} f \mathrm{~d} y-z\right| \leq f_{O \cap B(x, r)}|f(y)-z| \mathrm{d} y \leq \frac{|B(0,1)|}{C} f_{B(x, r)}|\mathrm{E}(f)(y)-z| \mathrm{d} y
$$

The right-hand side converges to 0 as $r \rightarrow 0$ since $x$ is a Lebesgue point of $\mathrm{E}(f)$. Hence, $\operatorname{Tr}_{\text {int, } \Sigma}(f)(x)$ exists and equals $z$.

Proof of (ii). This follows since $u$ is continuous at $x$.

### 2.3 Continuity of the trace

In order to get a continuous trace map into $\mathrm{L}^{2}(\Sigma)$ as required in Assumption 1.1 , we need to guarantee that Sobolev functions have sufficiently many Lebesgue points on $\Sigma$ and that the so-obtained trace is controlled in norm. For this part only, we switch to a more concrete setup inspired by JonssonWallin [51].
We work with the Hausdorff measure $\mathcal{H}^{\ell}$ of dimension $\ell \in(d-2, d)$ on $\mathbb{R}^{d}$. Readers can refer to [65, Chap. 7] for background. In particular, sets with finite $\mathcal{H}^{\ell}$-measure are Lebesgue null, and if $F \subseteq \mathbb{R}^{d}$ is a Borel set with $\mathcal{H}^{\ell}(F)<\infty$, then the restriction of $\mathcal{H}^{\ell}$ to $F$ is a Radon measure. The restriction on the dimension stems from a fundamental result in potential theory [1 Thm. 6.2.1 \& Thm. 5.1.13]: every $u \in \mathrm{~W}^{1,2}\left(\mathbb{R}^{d}\right)$ has Lebesgue points $\mathcal{H}^{\ell}$-almost everywhere.
Definition 2.12. Let $\ell \in(d-2, d)$ and $F \subseteq \mathbb{R}^{d}$ be a Borel set. We call $F$ an
upper $\ell$-set if there is a constant $C>0$ such that

$$
\mathcal{H}^{\ell}(F \cap B(x, r)) \leq C r^{\ell} \quad(x \in F, r \in(0,1]) .
$$

$\boldsymbol{\ell}$-set if there are constants $C, c>0$ such that

$$
c r^{\ell} \leq \mathcal{H}^{\ell}(F \cap B(x, r)) \leq C r^{\ell} \quad(x \in F, r \in(0,1])
$$

If $\Sigma$ is an upper $\ell$-set, then we take $m=\left.\mathcal{H}^{\ell}\right|_{\Sigma}$ as the measure on $\Sigma$. Here is the main result of the section:

Theorem 2.13. Assume that $V$ has the extension property (with extension operator E ) and that $\Sigma$ is an upper $\ell$-set for some $\ell \in(d-2, d)$. Then

$$
\operatorname{Tr}_{\text {glob }, \Sigma}(\mathrm{E}(u))=\operatorname{Tr}_{\text {int }, \Sigma}(u)=\operatorname{Tr}(u) \quad(u \in V)
$$

and all three linear operators are bounded from $V$ into $\mathrm{L}^{2}(\Sigma)$. Furthermore, if $\Sigma$ is bounded, then they are compact.

Proof. Since $\mathrm{E}(u)$ has Lebesgue points $\mathcal{H}^{\ell}$-a.e. on $\mathbb{R}^{d}$, we conclude from Corollary 2.11 (i) that $\operatorname{Tr}_{\text {glob }, \Sigma}(\mathrm{E}(u))=\operatorname{Tr}_{\text {int }, \Sigma}(u)$ holds $\mathcal{H}^{\ell}$-a.e. on $\mathbb{R}^{d}$. Since $\ell>d-2$, we obtain from [51] Chap. VI , Thm. $1 \&$ Rem. 1] that $\operatorname{Tr}_{\text {glob }, \Sigma}: \mathrm{W}^{1,2}\left(\mathbb{R}^{d}\right) \rightarrow \mathrm{L}^{2}(\Sigma)$ is bounded. Hence, also $\operatorname{Tr}_{\text {glob, } \Sigma} \circ \mathrm{E}: V \rightarrow$ $\mathrm{L}^{2}(\Sigma)$ is bounded. If in addition $u \in \mathrm{C}(\bar{O})$, then by Corollary 2.11 (ii) we have $\operatorname{Tr}(u)=\operatorname{Tr}_{\text {int }, \Sigma}(u)$ and we have already seen that the interior trace is bounded and everywhere defined on $V$. Thus, $\operatorname{Tr}_{\text {int }, \Sigma}$ is the continuous extension of $\operatorname{Tr}$ to $V$.

It remains to prove that $\operatorname{Tr}_{\text {glob, }, ~} \circ \mathrm{E}$ is compact if $\Sigma$ is bounded. To this end, we fix an open ball $B \supseteq \bar{\Sigma}$ and a function $\eta \in \mathrm{C}_{\mathrm{c}}^{\infty}(B)$ with $\eta=1$ on $\bar{\Sigma}$, so that $\operatorname{Tr}_{\Sigma} \circ \mathrm{E}=\operatorname{Tr}_{\Sigma} \circ(\eta \mathrm{E})$. The key point is that [51, Chap. VI, Thm. 1] even gives continuity of $\operatorname{Tr}_{\text {glob }, \Sigma}: \mathrm{B}_{1-\varepsilon}^{2,2}\left(\mathbb{R}^{d}\right) \rightarrow \mathrm{L}^{2}(\Sigma)$ on Besov spaces for sufficiently small $\varepsilon>0$. Similar to [2.1], $\operatorname{Tr}_{\Sigma} \circ \mathrm{E}$ factorizes through the embedding $\mathrm{W}_{\partial B}^{1,2}(B) \subseteq$ $\mathrm{B}_{1-\varepsilon}^{2,2}\left(\mathbb{R}^{d}\right)$, which is compact [7] Cor. 2.96].

Corollary 2.14. In the setting of Theorem 2.13 suppose that $O$ is bounded. Then $j: V \rightarrow \mathbb{L}^{2}$ is compact.

Proof. We already know that $\operatorname{Tr}: V \rightarrow \mathrm{~L}^{2}(\Sigma)$ is compact. It remains to see that the inclusion $V \subseteq$ $\mathrm{L}^{2}(O)$ is compact. But this follows by taking an open ball $B \supseteq \bar{O}$ and a function $\eta \in \mathrm{C}_{\mathrm{c}}^{\infty}(B)$ with $\eta=1$ on $\bar{O}$ and factorizing the inclusion through the same compact embedding as before.


Figure 1: A geometric constellation in $\mathbb{R}^{2}$ that matches with Corollary 2.15 and hence satisfies Assumption 1.1. The set $\Sigma \cap \partial O$ is a part of the von Koch snowflake, which is an upper $\ell$-set for $\ell=\log _{3}(4)>1$, see [40, Sec. 2.3], and we take $m=\mathcal{H}^{\ell}$ on this dynamical boundary part. A proof of local uniformity of $O$ near $\partial O \backslash D$ can be found in [44, Prop. 6.30]. The proof of Theorem 2.13 shows that $\Sigma$ could be the union of multiple disjoint upper $\ell$-sets with different values of $\ell$ and we can add a jump condition over the line segment $\Sigma \cap O$, which is a 1 -set.

### 2.4 Concrete geometric setups

The extension property for $V$ holds if $O$ is a Lipschitz domain near $\partial O \backslash D$ or more generally, if $O$ is locally uniform near $\partial O \backslash D$, see [10, 11] for details. Theorem 2.13 implies the following concrete version of Assumption 1.1. In Figure 1 we illustrate a geometric configuration that goes far beyond the Lipschitz class.

Corollary 2.15. Suppose that $D$ is closed, $\Sigma$ is an upper $\ell$-set for some $\ell \in(d-2, d)$ and $O$ is locally uniform near $\partial O \backslash D$. Then Assumption 1.1 is satisfied.

We close this section by extrapolating Theorem 2.13 to an admissible range of $\mathbb{L}^{p}$-spaces in the geometric setting from above. This will be important for regularity theory, see Section 7 .

Theorem 2.16. Let $\ell \in(d-2, d)$, assume that $O$ is locally uniform near $\partial O \backslash D, \Sigma$ is an upper $\ell$-set and let E be the extension operator from [11]. Then the following hold true for all $p \in((d-\ell) \vee 1, d)$ and $q \in[p, \ell p /(d-p))$ :
(i) We have

$$
\operatorname{Tr}_{\text {glob }, \Sigma}(\mathrm{E} u)=\operatorname{Tr}_{\mathrm{int}, \Sigma}(u)=\operatorname{Tr}(u) \quad\left(u \in \mathrm{~W}_{D}^{1, p}(O) \cap V\right)
$$

and all three operators admit bounded extensions from $\mathrm{W}_{D}^{1, p}(O)$ into $\mathrm{L}^{q}(\Sigma)$.
(ii) If $\Sigma$ is bounded, then the operators in (i) are compact.
(iii) If $O$ is bounded, then $j$ has a compact extension from $\mathrm{W}_{D}^{1, p}(O)$ into $\mathbb{L}^{q}$.

Proof. We follow the proof of Theorem 2.13 and explain all necessary modifications.
Proof of (i). Let $s:=1-(d / p-d / q) \in(0,1]$. Our choice of $p$ and $q$ implies that $1-d / p=s-d / q$ and $s>(d-\ell) / q$. By [11, Thm. 1.2], [7, Prop. 2.71] and [51, Chap. VI, Thm. 1 \& Rem. 1], we have the chain of continuous operators

$$
\mathrm{W}_{D}^{1, p}(O) \xrightarrow{\mathrm{E}} \mathrm{~W}^{1, p}\left(\mathbb{R}^{d}\right) \subseteq \mathrm{B}_{s}^{q, q}\left(\mathbb{R}^{d}\right) \xrightarrow{\operatorname{Tr}_{\text {glob, }, ~}} \mathrm{~L}^{q}(\Sigma)
$$

Thus, $\operatorname{Tr}_{\mathrm{glob}, \Sigma} \circ \mathrm{E}: \mathrm{W}_{D}^{1, p}(O) \rightarrow \mathrm{L}^{q}(\Sigma)$ is bounded.
Proof of (ii). We only need to observe that [51, Chap. VI, Thm. 1] also gives continuity of $\operatorname{Tr}_{\text {glob, } \Sigma}: \mathrm{B}_{s-\varepsilon}^{q, q}\left(\mathbb{R}^{d}\right) \rightarrow \mathrm{L}^{q}(\Sigma)$ for sufficiently small $\varepsilon>0$. Using [7] Cor. 2.96], we conclude that $\operatorname{Tr}_{\Sigma} \circ E$ factorizes through the compact embedding $\mathrm{W}_{\partial B}^{1, p}(B) \subseteq \mathrm{B}_{s-\varepsilon}^{q, q}\left(\mathbb{R}^{d}\right)$.
Proof of (iii). This is the same argument as in the proof of Corollary 2.14 with $\left(V, \mathrm{~L}^{2}(O)\right)$ replaced by $\left(\mathrm{W}_{D}^{1, p}(O), \mathrm{L}^{q}(O)\right)$.

## 3 L2-theory

This section contains all relevant definitions and proofs for $p=2$.

### 3.1 The extended form method

Let $A: O \rightarrow \mathbb{C}^{d \times d}$ be uniformly strongly elliptic as in (1.2). We consider the bounded sesquilinear form

$$
a: V \times V \rightarrow \mathbb{C}, \quad a(u, v):=\int_{O} A \nabla u \cdot \overline{\nabla v} \mathrm{~d} x
$$

as in (1.3). Ellipticity implies that $a$ is $j$-elliptic in the sense of [3], because

$$
\operatorname{Re} a(u, u)+\lambda\|j(u)\|_{2}^{2} \geq \lambda\|u\|_{V}^{2} \quad(u \in V)
$$

Moreover, $a$ is sectorial and

$$
0 \leq \omega(A):=\operatorname{esssup}_{x \in O} \sup _{|\xi|=1}|\arg (A(x) \xi \cdot \bar{\xi})| \leq \arccos \left(\frac{\lambda(A)}{\Lambda(A)}\right)<\frac{\pi}{2}
$$

see also [37]. The associated operator in $\mathbb{L}^{2}$ is defined as follows. We say $u \in \operatorname{dom}\left(\mathscr{L}^{A}\right)$ if and only if there are $\mathscr{L}^{A} u \in \mathbb{L}^{2}$ and $w \in V$ such that $j(w)=u$ and

$$
\left\langle\mathscr{L}^{A} u, j(v)\right\rangle=a(w, v) \quad(v \in V) .
$$

Note that $\mathscr{L}^{A} u$ is unique since $j$ has dense range by Lemma 2.4. Abstract theory of sectorial forms [3, Thm. 2.1 (ii)] implies that - $\mathscr{L}^{A}$ generates a strongly continuous semigroup $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ that extends to an analytic contraction semigroup of angle $\pi / 2-\omega(A)$. Hence, $\mathrm{e}^{-z \mathscr{L} A}$ is defined for $z \in \mathrm{~S}_{\mu}$ with $\mu \in[0, \pi / 2-\omega(A))$, where we use the notation

$$
\mathrm{S}_{\mu}:=\{z \in \mathbb{C} \backslash\{0\}:|\arg (z)|<\mu\} \quad \& \quad \mathrm{~S}_{0}:=(0, \infty)
$$

for sectors in the complex plane. Let us also remark that $\mathscr{L}^{A}$ admits compact resolvents if $j: V \rightarrow \mathbb{L}^{2}$ is compact [3] Lem. 2.7]. This happens in the setting of Theorem 2.13 when $O$ is bounded, compare with Corollary 2.14 .

### 3.2 A formula for $\mathscr{L}^{A}$

The 'Lax-Milgram' operator associated with the form $a$ is defined as

$$
\mathcal{L}: V \rightarrow V^{*}, \quad\langle\mathcal{L} u \mid v\rangle=a(u, v) \quad(u, v \in V)
$$

Just as $a$, this operator is independent of the boundary dynamics and it is natural to ask for a formula relating $\mathscr{L}^{A}$ and $\mathcal{L}$. If $\mathcal{L}$ is invertible, then $j$ and its adjoint provide the link between $\mathcal{L}^{-1}$ and $\left(\mathscr{L}^{A}\right)^{-1}$ as in the following lemma. It has nothing to do with the concrete choices of $a, V$ and $j$, and is valid in the general $j$-elliptic framework of [3].

Lemma 3.1. Suppose that $\mathcal{L}$ is invertible. Then, so is $\mathscr{L}^{A}$ and

$$
\left(\mathscr{L}^{A}\right)^{-1}=j \mathcal{L}^{-1} j^{*}
$$

Proof. To prove that $\mathscr{L}^{A}$ is injective, we let $u \in \operatorname{dom}\left(\mathscr{L}^{A}\right)$ with $\mathscr{L}^{A} u=0$. Then $u=j(w)$ for some $w \in V$ and

$$
0=a(w, v)=\langle\mathcal{L} w \mid v\rangle \quad(v \in V)
$$

Hence, $\mathcal{L} w=0$ and as $\mathcal{L}$ is injective, we conclude that $w=0$. Consequently, $u=j(w)=0$.
As for surjectivity, we take any $f \in \mathbb{L}^{2}$. Since $\mathcal{L}$ is surjective, we find $w \in V$ such that $\mathcal{L} w=j^{*}(f)$, that is

$$
\langle f, j(v)\rangle=\left\langle j^{*}(f) \mid v\right\rangle=\langle\mathcal{L} w \mid v\rangle=a(w, v) \quad(v \in V)
$$

This means that $j(w) \in \operatorname{dom}\left(\mathscr{L}^{A}\right)$ with $\mathscr{L}^{A} j(w)=f$. In total, $\mathscr{L}^{A}$ is invertible with inverse $\left(\mathscr{L}^{A}\right)^{-1} f=j(w)=j \mathcal{L}^{-1} j^{*} f$.

Remark 3.2. By standard form theory, $\mathcal{L}$ is invertible if $a$ is coercive, that is, if there is $C>0$ such that

$$
\operatorname{Re} a(u, u) \geq C\|u\|_{V}^{2} \quad(u \in V)
$$

or, equivalently, if $V$ admits the global Poincaré inequality $\|u\|_{2} \leq C\|\nabla u\|_{2}$ for some $C>0$ and all $u \in V$. If $O$ is a bounded domain and $V$ has the extension property, then Poincaré's inequality always holds unless $V=\mathrm{W}_{\varnothing}^{1,2}(O)$ models good Neumann boundary conditions [34, Lem. 6].

Lemma 3.1 allows us to transfer mapping properties from the 'non-dynamical' operator $\mathcal{L}^{-1}$ to the 'dynamical operator' $\left(\mathscr{L}^{A}\right)^{-1}$. We shall give a striking application in Section 7. Let us stress that for the functional calculus of $\mathscr{L}^{A}$ no such simple transference can be used (and hence the results in this paper are non-trivial). Indeed, already for resolvents we do not have the formula

$$
\left(t+\mathscr{L}^{A}\right)^{-1}=j(t+\mathcal{L})^{-1} j^{*} \quad(t>0)
$$

because the form corresponding to the left-hand side is $a(\cdot, \cdot)+t\langle j(\cdot), j(\cdot)\rangle_{\mathbb{L}^{2}}$ and not just $a(\cdot, \cdot)+$ $t\langle\cdot, \cdot\rangle_{\mathrm{L}^{2}(O)}$.

### 3.3 The bilinear embedding for $\boldsymbol{p}=\mathbf{2}$

We find it instructive to give an elementary proof of Theorem 1.4 in the case $p=2$ first. We fix $f, g \in \mathbb{L}^{2}$ and for $t>0$ we abbreviate

$$
f_{t}^{A}:=\mathrm{e}^{-t \mathscr{L}^{A}} f \quad \& \quad g_{t}^{B}:=\mathrm{e}^{-t \mathscr{L}^{B}} g
$$

We consider the power function

$$
Q(\zeta, \eta):=|\zeta|^{2}+|\eta|^{2} \quad(\zeta, \eta \in \mathbb{C})
$$

and define the corresponding heat flow as

$$
\mathscr{E}(t):=\int_{O \cup \Sigma} Q\left(f_{t}^{A}, g_{t}^{B}\right) \mathrm{d} \mu=\left\|f_{t}^{A}\right\|_{2}^{2}+\left\|g_{t}^{B}\right\|_{2}^{2}
$$

Since $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ and $\left(\mathrm{e}^{-t \mathscr{L}^{B}}\right)_{t \geq 0}$ are bounded analytic $\mathrm{C}_{0}$-semigroups in $\mathbb{L}^{2}$, we obtain $\mathscr{E} \in$ $\mathrm{C}[0, \infty) \cap \mathrm{C}^{1}(0, \infty)$ and

$$
-\mathscr{E}^{\prime}(t)=2 \operatorname{Re} \int_{O \cup \Sigma} \mathscr{L}^{A} f_{t}^{A} \cdot \overline{f_{t}^{A}}+\mathscr{L}^{B} g_{t}^{B} \cdot \overline{g_{t}^{B}} \mathrm{~d} \mu
$$

Analyticity of the semigroups also entails that $f_{t}^{A} \in \operatorname{dom}\left(\mathscr{L}^{A}\right)$ and $g_{t}^{B} \in \operatorname{dom}\left(\mathscr{L}^{B}\right)$. In particular, $f_{t}^{A}, g_{t}^{B} \in j(V)$ with $f_{t}^{A}=j\left(\left.f_{t}^{A}\right|_{O}\right)$ and $g_{t}^{B}=j\left(\left.g_{t}^{B}\right|_{O}\right)$. Hence, ellipticity and the elementary inequality $2 X Y \leq X^{2}+Y^{2}$ yield the lower bound

$$
\begin{aligned}
-\mathscr{E}^{\prime}(t) & =2 \operatorname{Re} \int_{O} A \nabla\left(\left.f_{t}^{A}\right|_{O}\right) \cdot \overline{\nabla\left(\left.f_{t}^{A}\right|_{O}\right)}+B \nabla\left(\left.g_{t}^{B}\right|_{O}\right) \cdot \overline{\nabla\left(\left.g_{t}^{B}\right|_{O}\right)} \mathrm{d} x \\
& \geq 2 \lambda(A, B) \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right|^{2}+\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right|^{2} \mathrm{~d} x \\
& \geq 4 \lambda(A, B) \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right| \cdot\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x
\end{aligned}
$$

Integration in $t \in[0, T]$ leads us to the estimate

$$
4 \lambda(A, B) \int_{0}^{T} \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right| \cdot\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x \mathrm{~d} t \leq \mathscr{E}(0)-\mathscr{E}(T) \leq \mathscr{E}(0)
$$

Sending $T \rightarrow \infty$, we obtain

$$
4 \lambda(A, B) \int_{0}^{\infty} \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right| \cdot\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x \mathrm{~d} t \leq \mathscr{E}(0)=\|f\|_{2}^{2}+\|g\|_{2}^{2}
$$

Finally, we replace the pair $(f, g)$ by $\left(s f, s^{-1} g\right)$ for $s>0$ and optimize in $s$ to deduce the bilinear estimate

$$
4 \lambda(A, B) \int_{0}^{\infty} \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right| \cdot\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x \mathrm{~d} t \leq 2\|f\|_{2}\|g\|_{2}
$$

The main obstacle in generalizing this argument to $p \neq 2$ lies in finding the correct $p$-adapted version of $Q$ and getting $p$-adapted estimates of the semigroups from above and below. Here, the $p$-ellipticity assumption on $A$ and $B$ plays a key role.

## $4 p$-ellipticity and $\mathrm{L}^{p}$-contractivity of the semigroup

### 4.1 Facts about p-ellipticity

Let us recall that $A$ is elliptic with parameters $\lambda(A), \Lambda(A)$ as in 1.2 and that it is $p$-elliptic if 1.4 holds true. The following elementary properties will be useful throughout this work, see [18, Sec. 1.2 \& Sec. 5.3].

Lemma 4.1. The following hold true.
(i) $\Delta_{2}(A)=\lambda(A)$.
(ii) $\Delta_{p}\left(A^{*}\right) \geq \Delta_{p}(A)\left(p / p^{\prime} \wedge p^{\prime} / p\right)$.
(iii) $\Delta_{p}(A)=\Delta_{p^{\prime}}(A)$.
(iv) $A$ is real-valued if and only if $\Delta_{p}(A)>0$ for all $p \in(1, \infty)$.
(v) The $\operatorname{map} p \mapsto \Delta_{p}(A)$ is decreasing and Lipschitz continuous on $[2, \infty)$.
(vi) The $\operatorname{map} \theta \mapsto \Delta_{p}\left(\mathrm{e}^{\mathrm{i} \theta} A\right)$ is continuous on $(-\pi / 2, \pi / 2)$.

### 4.2 Nittka's invariance criterion for $j$-elliptic forms

We denote by $P_{q}$ the projection from $\mathbb{L}^{2}$ onto

$$
B_{q}:=\left\{u \in \mathbb{L}^{q} \cap \mathbb{L}^{2}:\|u\|_{q} \leq 1\right\}
$$

It is convex and closed by Fatou's lemma. The following invariance criterion of closed and convex sets is due to Ouhabaz [55]. It continuous to hold in the $j$-elliptic setting [3, Prop. 2.9 (i),(ii)], see also [54, Rem. 4.2]. For our injective $j$, it takes the following, simpler form.

Proposition 4.2. Let $q \in[1, \infty]$. The following assertions are equivalent.
(i) The semigroup $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ is $\mathbb{L}^{q}$-contractive, that is

$$
\left\|\mathrm{e}^{-t \mathscr{L}^{A}} f\right\|_{q} \leq\|f\|_{q} \quad\left(t \geq 0, f \in \mathbb{L}^{q} \cap \mathbb{L}^{2}\right)
$$

(ii) The set $j(V)$ is invariant under $P_{q}$ and $\operatorname{Re} a\left(j^{-1}\left(P_{q} u\right), j^{-1}\left(u-P_{q} u\right)\right) \geq 0$ for all $u \in j(V)$.

First, we use Proposition 4.2 to get the invariance of $j(V)$ under $P_{q}$ for all $q \in[1, \infty]$ by complex interpolation and the fact that $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ is $\mathbb{L}^{\infty}$-contractive when $A=I$ is the identity. To this end, we need the precise form of $j$.

Lemma 4.3. The semigroup $\left(\mathrm{e}^{-t \mathscr{L}^{I}}\right)_{t \geq 0}$ is $\mathbb{L}^{\infty}$-contractive. In particular, $j(V)$ is invariant under $P_{q}$ for all $q \in[1, \infty]$.

Proof. As explained above, we only need the $\mathrm{L}^{\infty}$-contractivity. The projection from $\mathbb{L}^{2}$ onto $B_{\infty}$ is given by

$$
P_{\infty} u=(|u| \wedge 1) \operatorname{sgn}(u)=: \Phi(u)
$$

where $\operatorname{sgn}(z):=z /|z| \mathbf{1}_{\{|z| \neq 0\}}$ and $\Phi(z):=(|z| \wedge 1) \operatorname{sgn}(z)$ is Lipschitz continuous with $\Phi(0)=0$. Hence, Lemma 2.5 asserts that $j(V)$ is invariant under $P_{\infty}$. Let $u \in j(V)$. Since $j^{-1}$ is the pointwise restriction to $O$, we deduce

$$
j^{-1}\left(P_{\infty} u\right)=\Phi\left(\left.u\right|_{O}\right) \quad \& \quad j^{-1}\left(u-P_{\infty} u\right)=\left.u\right|_{O}-\Phi\left(\left.u\right|_{O}\right)
$$

Let $w:=\left.u\right|_{O}$. Since $A=I$, we obtain

$$
\operatorname{Re} a\left(j^{-1}\left(P_{\infty} u\right), j^{-1}\left(u-P_{\infty} u\right)\right)=\operatorname{Re} \int_{O} \nabla \Phi(w) \cdot \overline{(\nabla w-\nabla \Phi(w))} \mathrm{d} x
$$

By [56, Prop. 4.11], the weak gradient of $\Phi(w)$ is given by

$$
\begin{aligned}
\nabla \Phi(w) & =\mathrm{i} \frac{\operatorname{Im}(\operatorname{sgn}(\bar{w}) \nabla(w))}{|w|} \operatorname{sgn}(w) 1_{\{|w|>1\}}+\mathbf{1}_{\{|w| \leq 1\}} \nabla w \\
& =: \mathrm{i} \Psi(w) \mathbf{1}_{\{|w|>1\}}+\mathbf{1}_{\{|w| \leq 1\}} \nabla w
\end{aligned}
$$

Inserting this identity, we obtain

$$
\begin{aligned}
\operatorname{Re} a\left(j^{-1}\left(P_{\infty} u\right), j^{-1}\left(u-P_{\infty} u\right)\right) & =\operatorname{Re} \int_{\{|w|>1\}} \mathrm{i} \Psi(w) \cdot \overline{(\nabla w-\mathrm{i} \Psi(w))} \mathrm{d} x \\
& =\int_{\{|w|>1\}} \frac{|\operatorname{Im}(\operatorname{sgn}(\bar{w}) \nabla w)|^{2}}{|w|}-|\Psi(w)|^{2} \mathrm{~d} x \\
& =\int_{\{|w|>1\}}|\Psi(w)|^{2}|w|-|\Psi(w)|^{2} \mathrm{~d} x \geq 0
\end{aligned}
$$

Proposition 4.2 yields the claim.

One of Nittka's contributions in [54] is an equivalent formulation of Proposition 4.2 (ii) that is more practical in applications. He observed the following fact.
Lemma 4.4 ([54, Prop. 2.4 \& Lem. 3.1]). Let $q \in[2, \infty)$ and $f \in \mathbb{L}^{2}$. There are unique $u \in B_{q}$ and $t \geq 0$ such that $f=u+t|u|^{q-2} u$. Moreover, $u=P_{q} f$.

Armed with this result, we obtain the following version of Nittka's invariance criterion [54, Thm. 4.1] for our specific setting of $V$ and $j$.

Proposition 4.5. Let $q \in[2, \infty)$. The following assertions are equivalent.
(i) The semigroup $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ is $\mathbb{L}^{q}$-contractive.
(ii) We have $\operatorname{Re} a\left(\left.u\right|_{O},\left.\left(|u|^{q-2} u\right)\right|_{O}\right) \geq 0$ for all $u \in j(V)$ with $|u|^{q-2} u \in j(V)$.

Proof. First, we assume that (ii) is valid. To show part (ii) of Proposition 4.2, we fix $f \in j(V)$. Lemma 4.3 yields $u:=P_{q} f \in j(V)$. By Lemma 4.4 we find $t \geq 0$ such that $f=u+\left.t u\right|^{q-2} u$. Hence, $f-u=t|u|^{q-2} u \in j(V)$ and

$$
\operatorname{Re} a\left(j^{-1}\left(P_{q} f\right), j^{-1}\left(f-P_{q} f\right)\right)=t \operatorname{Re} a\left(\left.u\right|_{O},\left.\left(|u|^{q-2} u\right)\right|_{O}\right) \geq 0
$$

Now, we assume that Proposition 4.2 (ii) holds true. Let $u \in j(V)$ with $|u|^{q-2} u \in j(V)$. We note that $u \in \mathbb{L}^{q}$. If $u=0$ there is nothing to prove. So we assume that $u \neq 0$ and put $\alpha:=\|u\|_{q}^{-1}>0$. Then $f:=\alpha u+|u|^{q-2} u \in j(V)$ and Lemma 4.4 implies that $P_{q} f=\alpha u$. Consequently,

$$
\operatorname{Re} a\left(\left.u\right|_{O},\left.\left(|u|^{q-2} u\right)\right|_{o}\right)=\alpha^{-1} \operatorname{Re} a\left(j^{-1}\left(P_{q} f\right), j^{-1}\left(f-P_{q} f\right)\right) \geq 0
$$

Corollary 4.6. Let $p \in(1, \infty)$ and $A$ be $p$-elliptic. Then $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ is $\mathbb{L}^{p}$-contractive.
Proof. By duality and items (iii) and (iiii) of Lemma 4.1 we can assume that $p \geq 2$. In view of Proposition 4.5 we have to show for all $u \in \bar{j}(V)$ with $|u|^{p-2} u \in j(V)$ that

$$
\operatorname{Re} a\left(w,|w|^{p-2} w\right) \geq 0
$$

where $w:=\left.u\right|_{O}$. Since $w,|w|^{p-2} w \in V$, this is the crucial estimate that follows from $p$-ellipticity of $A$, see for instance [34, Cor. 12].

### 4.3 Generators in $\mathbb{L}^{p}$

Let us prove the first assertion of Theorem 1.3 , namely that $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ extrapolates to an analytic $\mathrm{C}_{0}$-semigroup of contractions in $\mathbb{L}^{p}$.

Proof of Theorem 1.3, part 1. Lemma 4.1 (vi) yields $\theta_{p}>0$ and part(v) of the same lemma implies $\pi / 2-\theta_{p} \geq \pi / 2-\theta_{2} \geq \omega(A)$. Let $\theta \in\left(-\theta_{p}, \theta_{p}\right)$. Since $\mathrm{e}^{-t \mathrm{e}^{\mathrm{i} \theta} \mathscr{L}^{A}}=\mathrm{e}^{-t \mathscr{L}^{\mathrm{i} \theta_{A}}}$ for all $t \geq 0$, Corollary 4.6 entails

$$
\left\|\mathrm{e}^{-z \mathscr{L}^{A}} f\right\|_{p} \leq\|f\|_{p} \quad\left(z \in \mathrm{~S}_{\theta_{p}} \cup\{0\}, f \in \mathbb{L}^{p} \cap \mathbb{L}^{2}\right)
$$

By density, each $\mathrm{e}^{-z \mathscr{L}^{A}}$ extends to a contractive linear operator $T_{p}(z)$ on $\mathbb{L}^{p}$. In view of Lemma 4.1 (v), the interval of exponents $p$, in which this conclusion holds, is open. Hence, we conclude by [56, Prop. 3.12] that $T_{p}:=\left(T_{p}(z)\right)_{z \in \mathrm{~S}_{\theta_{p}} \cup\{0\}}$ defines an analytic $\mathrm{C}_{0}$-semigroup of contractions in $\mathbb{L}^{p}$.

The above result gives rise to a proper notion of an $\mathbb{L}^{p}$-realization of $\mathscr{L}^{A}$.
Definition 4.7. Let $-\mathscr{L}_{p}^{A}$ be the generator of the semigroup $T_{p}$. We call $\mathscr{L}_{p}^{A}$ the $\mathbb{L}^{p}$-realization of $\mathscr{L}^{A}$.
Letting $\left.\mathscr{L}^{A}\right|_{\mathbb{L}^{p}}$ be the part of $\mathscr{L}^{A}$ in $\mathbb{L}^{p}$, that is

$$
\left.\mathscr{L}^{A}\right|_{\mathbb{L}^{p}}:=\mathscr{L}^{A} \cap\left(\mathbb{L}^{p} \times \mathbb{L}^{p}\right),
$$

we have the following, more concrete description for the $\mathbb{L}^{p}$-realization.
Lemma 4.8 ([32, Lem. 3.1]). Let $p \in(1, \infty)$ and $A$ be $p$-elliptic. The operator $\mathscr{L}_{p}^{A}$ is the closure of $\left.\mathscr{L}^{A}\right|_{\mathbb{L}^{p}}$ in $\mathbb{L}^{p}$. In particular, if $p \in(2, \infty)$ and $\mu$ is bounded, then $\mathscr{L}_{p}^{A}=\left.\mathscr{L}^{A}\right|_{\mathbb{L}^{p}}$.
Clearly, $\mathscr{L}_{p}^{A}$ is sectorial of angle at most $\pi / 2-\theta_{p}$ in $\mathbb{L}^{p}$. For convenience of the reader, we collect elementary properties of $\mathscr{L}_{p}^{A}$.
Lemma 4.9. Let $p \in(1, \infty)$ and $A$ be $p$-elliptic.
(i) We have $\left(z-\mathscr{L}_{p}^{A}\right)^{-1} f=\left(z-\mathscr{L}^{A}\right)^{-1} f$ for all $z \in \mathbb{C} \backslash \overline{S_{\pi / 2-\theta_{p}}}$ and $f \in \mathbb{L}^{p} \cap \mathbb{L}^{2}$.
(ii) We have $\mathscr{L}_{p}^{A} u=\mathscr{L}^{A} u$ for all $u \in \operatorname{dom}\left(\mathscr{L}_{p}^{A}\right) \cap \operatorname{dom}\left(\mathscr{L}^{A}\right)$.
(iii) If $\mathscr{L}^{A}$ is injective, then so is $\mathscr{L}_{p}^{A}$.
(iv) If $a$ is coercive, then $\mathscr{L}_{p}^{A}$ is invertible and (i) holds for $z=0$.

Proof. Parts (i) and (ii) are already in [32, Lem. 3.1]. Let us prove (iii). For any $f \in \mathbb{L}^{p} \cap \mathbb{L}^{2}$ we have $\lim _{t \rightarrow \infty} T_{p}(t) f=\lim _{t \rightarrow \infty} T_{2}(t) f=0$ strongly in $\mathbb{L}^{2}$. Since $T_{p}$ is uniformly bounded on $\mathbb{L}^{p}$ and $\mathbb{L}^{p} \cap \mathbb{L}^{2}$ is dense in $\mathbb{L}^{p}$, the same convergence holds weakly in $\mathbb{L}^{p}$ for every $f \in \mathbb{L}^{p}$. Now, if $f \in \operatorname{ker}\left(\mathscr{L}_{p}^{A}\right)$, then $T_{p}(t) f=f$ for all $t>0$ and $f=0$ follows.
To prove (iv), we note that the coercivity of $a$ implies that $T_{2}$ is exponentially stable. Since $A$ is $p$ elliptic, we can combine Lemma 4.1 (v) and part 1 of Theorem 1.3 to find $q \in(1, \infty)$ such that $p$ lies between 2 and $q$, and $T_{q}$ is contractive. By complex interpolation, $T_{p}$ is exponentially stable. Hence, $\mathscr{L}_{p}^{A}$ is invertible and consistency of the inverse on $\mathbb{L}^{p} \cap \mathbb{L}^{2}$ follows from consistency of the semigroups by taking the Laplace transform at $\lambda=0$.

## 5 Bilinear embedding

In this section, we prove the bilinear embedding, Theorem 1.4 for $p \neq 2$. By symmetry of the assumptions we suppose from now on that $p>2$ and that $A$ is $p$-elliptic. We fix $t>0, f, g \in \mathbb{L}^{p} \cap \mathbb{L}^{p^{\prime}}$ and let $Q: \mathbb{C} \times \mathbb{C} \rightarrow[0, \infty)$ be a continuously (real) differentiable function. We are interested in the monotonicity behaviour of the adapted heat flow

$$
\mathscr{E}(t):=\int_{O \cup \Sigma} Q\left(f_{t}^{A}, g_{t}^{B}\right) \mathrm{d} \mu .
$$

The fundamental theorem of calculus yields

$$
-\int_{0}^{\infty} \mathscr{E}^{\prime}(t) \mathrm{d} t \leq \mathscr{E}(0)=\int_{O \cup \Sigma} Q(f, g) \mathrm{d} \mu
$$

and as in Section 3.3 we need an upper bound for $Q$ and a uniform lower bound for $-\mathscr{E}^{\prime}(t)$. The difficulty is to find the correct $Q$. As in [18, 19], we use the ingenious Nazarov-Treil Bellmann function and we refer to these references for historical background.

Definition 5.1. Let $\delta \in(0,1]$ and $\zeta, \eta \in \mathbb{C}$. The Nazarov-Treil Bellmann function is defined as

$$
Q(\zeta, \eta):=|\zeta|^{p}+|\eta|^{p^{\prime}}+\delta \begin{cases}|\zeta|^{2}|\eta|^{2-p^{\prime}}, & \left(|\zeta|^{p} \leq|\eta|^{p^{\prime}}\right) \\ \frac{2}{p}|\zeta|^{p}+\left(1-\frac{2}{p}\right)|\eta|^{p^{\prime}}, & \left(|\zeta|^{p} \geq|\eta|^{p^{\prime}}\right) .\end{cases}
$$

Here, $\delta$ is a degree of freedom that will be chosen small at a later point. We note that

$$
\begin{equation*}
Q(\zeta, \eta) \leq 2\left(|\zeta|^{p}+|\eta|^{p^{\prime}}\right) \quad(\zeta, \eta \in \mathbb{C}), \tag{5.1}
\end{equation*}
$$

and for $p=2$ we recover (up to a multiplicative constant) the energy from Section 3.3. We write

$$
\partial_{z}=\frac{1}{2}\left(\partial_{x}-\mathrm{i} \partial_{y}\right)
$$

for the (Wirtinger) derivative with respect to the complex variable $z=x+\mathrm{i} y$. Since for any $q \in(1, \infty)$ the power function $z \mapsto|z|^{q}$ is continuously differentiable with derivative

$$
\partial_{z}|z|^{q}=\partial_{z}(z \cdot \bar{z})^{\frac{q}{2}}=\frac{q}{2}(z \cdot \bar{z})^{\frac{q}{2}-1} \partial_{z}(z \cdot \bar{z})=\frac{q}{2}|z|^{q-2} \bar{z},
$$

the very definition of $Q$ implies that $Q \in \mathrm{C}^{1}\left(\mathbb{C}^{2}\right)$. As a matter of fact, we need to re-tell some of the results found by Carbonaro-Dragičević in [18, 19]. To simplify the exposition, we shall follow their outline in [20].
The first part of Theorem 1.3 implies that $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ and $\left(\mathrm{e}^{-t \mathscr{L}^{B}}\right)_{t \geq 0}$ are bounded analytic semigroups in $\mathbb{L}^{p}$ and $\mathbb{L}^{p^{\prime}}$, respectively. Hence, $\mathscr{E} \in \mathrm{C}[0, \infty) \cap \mathrm{C}^{1}(0, \infty)$ with derivative

$$
\begin{align*}
-\mathscr{E}^{\prime}(t)= & 2 \operatorname{Re} \int_{O \cup \Sigma} \mathscr{L}^{A} f_{t}^{A} \cdot\left(\partial_{\zeta} Q\right)\left(f_{t}^{A}, g_{t}^{B}\right)+\mathscr{L}^{B} g_{t}^{B} \cdot\left(\partial_{\eta} Q\right)\left(f_{t}^{A}, g_{t}^{B}\right) \mathrm{d} \mu \\
= & 2 \operatorname{Re} \int_{O \cup \Sigma} \mathscr{L}^{A} j\left(\left.f_{t}^{A}\right|_{O}\right) \cdot\left(\partial_{\zeta} Q\right)\left(j\left(\left.f_{t}^{A}\right|_{o}\right), j\left(\left.g_{t}^{B}\right|_{O}\right)\right)  \tag{5.2}\\
& +\mathscr{L}^{B} j\left(\left.g_{t}^{B}\right|_{O}\right) \cdot\left(\partial_{\eta} Q\right)\left(j\left(\left.f_{t}^{A}\right|_{O}\right), j\left(\left.g_{t}^{B}\right|_{O}\right)\right) \mathrm{d} \mu,
\end{align*}
$$

see [19, App. C, Prop. C1]. We would like to use the definition of $\mathscr{L}^{A}$ and $\mathscr{L}^{B}$ to get rid of the hybrid measure space, but this is not immediately possible, because $\left(\partial_{\zeta} Q, \partial_{\eta} Q\right)$ lacks in regularity and, among other things, we cannot use Lemma 2.5 to commute $\left(\partial_{\zeta} Q, \partial_{\eta} Q\right)$ with $j$. A similar issue has also occurred in [19] when transforming the heat flow method from $\mathbb{R}^{d}$ [18] to arbitrary open sets. It has been resolved by approximating $Q$ with smooth functions $R_{n, \nu}$ and we will see that the approximations also fit into the setting of Lemma 2.5. To this end, we need:
$\square$ a radial function $\varphi \in \mathrm{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{4}\right)$ such that $0 \leq \varphi \leq \mathbf{1}_{B(0,1)}$ and $\int_{\mathbb{R}^{4}} \varphi \mathrm{~d} x=1$,
■ a non-negative and radial function $\psi \in \mathrm{C}_{\mathrm{c}}^{\infty}\left(\mathbb{R}^{4}\right)$ with $\psi=1$ on $B(0,3)$ and $\psi=0$ on $B(0,4)^{c}$.
For $n \in \mathbb{N}, \nu \in(0,1]$ and $\omega \in \mathbb{R}^{4}$ we set

$$
\varphi_{\nu}(\omega):=\nu^{-4} \varphi(\omega / \nu) \quad \& \quad \psi_{n}(\omega):=\psi(\omega / n)
$$

We identify $\mathbb{C}^{2}$ explicitly with $\mathbb{R}^{4}$ via

$$
\mathcal{W}_{2}: \mathbb{C}^{2} \rightarrow \mathbb{R}^{4}, \quad \mathcal{W}_{2}\left(z_{1}, z_{2}\right):=\left(\operatorname{Re}\left(z_{1}\right), \operatorname{Im}\left(z_{1}\right), \operatorname{Re}\left(z_{2}\right), \operatorname{Im}\left(z_{2}\right)\right)
$$

and define the convolution of $Q$ with $\varphi_{\nu}$ at $z \in \mathbb{C}^{2}$ by

$$
\left(Q * \varphi_{\nu}\right)(z):=\int_{\mathbb{R}^{4}} Q\left(z-\mathcal{W}_{2}^{-1}(\omega)\right) \varphi_{\nu}(\omega) \mathrm{d} \omega
$$

Definition 5.2. Let $n \in \mathbb{N}$ and $\nu \in(0,1]$. We define $R_{n, \nu}:=\psi_{n}\left(Q * \varphi_{\nu}\right)+P_{n, \nu}$.
Here, $P_{n, \nu}$ is a cleverly chosen correction term that makes the generalized Hessian of $R_{n, \nu}(A, B)$ convex, see Definition 5.4] below. Its precise form is not needed and we refer to [19, Sec. 5.2]. Let us collect useful properties of $R_{n, \nu}$. We write $D=\left(\partial_{\zeta}, \partial_{\eta}\right)$ and denote by $D^{2} R_{n, \nu}$ the Hessian of $R_{n, \nu}$ in the variables $\zeta$ and $\eta$.

Lemma 5.3 ([19, Lem. 14 \& Thm. 16]). Let $n \in \mathbb{N}$ and $\nu \in(0,1]$. Then $R_{n, \nu} \in \mathrm{C}^{\infty}\left(\mathbb{C}^{2}\right)$ has the following additional properties:
(Q1) We have $D^{2} R_{n, \nu} \in \mathrm{~L}^{\infty}\left(\mathbb{C}^{2} ; \mathbb{C}^{2 \times 2}\right)$.
(Q2) We have $\left(D R_{n, \nu}\right)(0)=0$.
(Q3) We have

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left(\left(D R_{n, \nu}\right)(z),\left(D^{2} R_{n, \nu}\right)(z)\right) & =\left(\left(D\left(Q * \varphi_{\nu}\right)\right)(z),\left(D^{2}\left(Q * \varphi_{\nu}\right)\right)(z)\right) \\
\left(z \in \mathbb{C}^{2}\right) & \\
\lim _{\nu \rightarrow 0} \lim _{n \rightarrow \infty}\left(\left(D R_{n, \nu}\right)(z),\left(D^{2} R_{n, \nu}\right)(z)\right) & =\left((D Q)(z),\left(D^{2} Q\right)(z)\right) \quad\left(\text { a.e. } z \in \mathbb{C}^{2}\right) .
\end{aligned}
$$

(Q4) We have $\left|\left(D R_{n, \nu}\right)(z)\right|+\left|D\left(Q * \varphi_{\nu}\right)(z)\right| \leq C\left(|z|^{p-1}+|z|^{p^{\prime}-1}\right)$ for some $C=C(\delta, p)>0$ and all $z \in \mathbb{C}^{2}$.

Let us continue in (5.2). Using (Q3) (Q4) and the boundedness of the semigroup on $\mathbb{L}^{p}$ and $\mathbb{L}^{p^{\prime}}$ (part 1 of Theorem 1.3, we can apply dominated convergence twice and get

$$
\begin{aligned}
-\frac{1}{2} \mathscr{E}^{\prime}(t)=\lim _{\nu \rightarrow 0} \lim _{n \rightarrow \infty} \operatorname{Re}( & \int_{O \cup \Sigma} \mathscr{L}^{A} j\left(\left.f_{t}^{A}\right|_{O}\right) \cdot\left(\partial_{\zeta} R_{n, \nu}\right)\left(j\left(\left.f_{t}^{A}\right|_{O}\right), j\left(\left.g_{t}^{B}\right|_{O}\right)\right) \\
& \left.+\mathscr{L}^{B} j\left(\left.g_{t}^{B}\right|_{O}\right) \cdot\left(\partial_{\eta} R_{n, \nu}\right)\left(j\left(\left.f_{t}^{A}\right|_{O}\right), j\left(\left.g_{t}^{B}\right|_{O}\right)\right) \mathrm{d} \mu\right)
\end{aligned}
$$

Owing to (Q1) and (Q2), $D R_{n, \nu}$ falls into the scope of Lemma 2.5. Thus, we can commute $j$ as desired and obtain

$$
\begin{align*}
-\frac{1}{2} \mathscr{E}^{\prime}(t)= & \lim _{\nu \rightarrow 0} \lim _{n \rightarrow \infty} \int_{O}  \tag{5.3}\\
& \operatorname{Re}\left(A \nabla\left(\left.f_{t}^{A}\right|_{O}\right) \cdot \nabla\left(\partial_{\zeta} R_{n, \nu}\right)\left(\left.f_{t}^{A}\right|_{O},\left.g_{t}^{B}\right|_{O}\right)\right) \\
& +\operatorname{Re}\left(B \nabla\left(\left.g_{t}^{B}\right|_{O}\right) \cdot \nabla\left(\partial_{\eta} R_{n, \nu}\right)\left(\left.f_{t}^{A}\right|_{O},\left.g_{t}^{B}\right|_{O}\right)\right) \mathrm{d} x
\end{align*}
$$

At this point, $j$ has disappeared and we are exactly in the setting of [19].
Let us focus on the first term in the integral. By the chain rule, applying $\nabla$ to $\partial_{\zeta} R_{n, \nu}$ at the point $\left(z_{1}, z_{2}\right):=\left(\left.f_{t}^{A}\right|_{o},\left.g_{t}^{B}\right|_{o}\right) \in \mathbb{C}^{2}$ produces second-order derivatives of $R_{n, \nu}$ that are multiplied with the gradient pair $\left(X_{1}, X_{2}\right):=\left(\nabla\left(\left.f_{t}^{A}\right|_{O}\right), \nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right) \in\left(\mathbb{C}^{d}\right)^{2}$ and we obtain $\left(\partial_{\zeta}^{2} R_{n, \nu}\right)\left(z_{1}, z_{2}\right) X_{1}+$ $\left(\partial_{\eta} \partial_{\zeta} R_{n, \nu}\right)\left(z_{1}, z_{2}\right) X_{2}$. Thus, the first term in the integral is

$$
\operatorname{Re}\left(A X_{1} \cdot\left(\partial_{\zeta}^{2} R_{n, \nu}\right)\left(z_{1}, z_{2}\right) X_{1}+A X_{1} \cdot\left(\partial_{\eta} \partial_{\zeta} R_{n, \nu}\right)\left(z_{1}, z_{2}\right) X_{2}\right)
$$

and we have a similar formula for the second one. Their sum is the following object for $F=R_{n, \nu}$.
Definition 5.4. Let $F: \mathbb{C}^{2} \rightarrow \mathbb{R}$ be twice (real) differentiable, $x \in O, z_{1}, z_{2} \in \mathbb{C}$ and $X_{1}, X_{2} \in \mathbb{C}^{d}$. We define the generalized Hessian of $F$ with respect to $A$ and $B$ as

$$
H_{F}^{(A(x), B(x))}\left[\left(z_{1}, z_{2}\right) ;\left(X_{1}, X_{2}\right)\right]:=\operatorname{Re}\left(\left[\begin{array}{l}
A(x) X_{1} \\
B(x) X_{2}
\end{array}\right] \cdot\left(D^{2} F\right)\left(z_{1}, z_{2}\right)\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]\right)
$$

where we identify each entry of the Hessian $\left(D^{2} F\right)\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2 \times 2}$ with a multiplication operator in $\mathbb{C}^{d}$.

In this terminology, (5.3) becomes

$$
\begin{equation*}
-\frac{1}{2} \mathscr{E}^{\prime}(t)=\lim _{\nu \rightarrow 0} \lim _{n \rightarrow \infty} \int_{O} H_{R_{n, \nu}}^{(A, B)}\left[\left(\left.f_{t}^{A}\right|_{O},\left.g_{t}^{B}\right|_{O}\right) ;\left(\nabla\left(\left.f_{t}^{A}\right|_{O}\right), \nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right)\right] \mathrm{d} x \tag{5.4}
\end{equation*}
$$

The beautiful insight of Carbonaro-Dragičević in [18] was to establish the link between $p$-ellipticity of $A$ and $B$ and pointwise lower bounds for certain generalized Hessians, which they call $(\boldsymbol{A}, \boldsymbol{B})$ convexity.
Proposition 5.5 ([18, Cor. 5.5] \& [19, Thm. 16]). Let $\nu \in(0,1]$. There is some $\delta \in(0,1)$, depending only on $\lambda(A, B), \Lambda(A, B)$ and $\Delta_{p}(A, B)$, such that for almost every $x \in O$, all $z_{1}, z_{2} \in \mathbb{C}$ and every $X_{1}, X_{2} \in \mathbb{C}^{d}$ we have:
(i) The generalized Hessian of $R_{n, \nu}$ is non-negative.
(ii) The generalized Hessian of $Q * \varphi_{\nu}$ satisfies the explicit lower bound

$$
H_{Q * \varphi_{\nu}}^{(A(x), B(x))}\left[\left(z_{1}, z_{2}\right) ;\left(X_{1}, X_{2}\right)\right] \geq \frac{\Delta_{p}(A, B)}{5} \cdot \frac{\lambda(A, B)}{\Lambda(A, B)}\left|X_{1}\right|\left|X_{2}\right| .
$$

Since the generalized Hessian of $R_{n, \nu}$ is non-negative almost everywhere, we can use (Q3) and Fatou's lemma in (5.4) in order to obtain

$$
\begin{aligned}
-\frac{1}{2} \mathscr{E}^{\prime}(t) & \geq \liminf _{\nu \rightarrow 0} \int_{O} H_{Q_{*}, \varphi_{\nu}}^{(A, B)}\left[\left(\left.f_{t}^{A}\right|_{O},\left.g_{t}^{B}\right|_{O}\right) ;\left(\nabla\left(\left.f_{t}^{A}\right|_{O}\right), \nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right)\right] \mathrm{d} x \\
& \geq \frac{\Delta_{p}(A, B)}{5} \cdot \frac{\lambda(A, B)}{\Lambda(A, B)} \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right|\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x
\end{aligned}
$$

Now, integration with respect to $t \in[0, T]$ gives

$$
\frac{\Delta_{p}(A, B)}{5} \cdot \frac{\lambda(A, B)}{\Lambda(A, B)} \int_{0}^{T} \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right| \cdot\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x \mathrm{~d} t \leq \mathscr{E}(0)-\mathscr{E}(T) \leq \mathscr{E}(0)
$$

and from (5.1) and letting $T \rightarrow \infty$ we obtain

$$
\frac{\Delta_{p}(A, B)}{5} \cdot \frac{\lambda(A, B)}{\Lambda(A, B)} \int_{0}^{\infty} \int_{O}\left|\nabla\left(\left.f_{t}^{A}\right|_{O}\right)\right| \cdot\left|\nabla\left(\left.g_{t}^{B}\right|_{O}\right)\right| \mathrm{d} x \mathrm{~d} t \leq 2\left(\|f\|_{p}^{p}+\|g\|_{p^{\prime}}^{p^{\prime}}\right)
$$

Finally, we replace $(f, g)$ by $\left(s f, s^{-1} g\right)$ for $s>0$ and optimize in $s$ to conclude the proof of Theorem 1.4.

## 6 Bounded $H^{\infty}$-calculus in $\mathbb{L}^{p}$ and maximal regularity

In this section, we complete the proof of Theorem 1.3 . We assume that $A$ is $p$-elliptic. Let us introduce the relevant terminology, while referring to [28, 45] for background on functional calculus and maximal parabolic regularity.
Definition 6.1. Let $\omega \in(0, \pi]$. The Dunford-Riesz class $\mathbf{H}_{0}^{\boldsymbol{\infty}}\left(\mathbf{S}_{\boldsymbol{\omega}}\right)$ consists of all holomorphic functions $\varphi: \mathrm{S}_{\omega} \rightarrow \mathbb{C}$ with $|\varphi(z)| \leq C\left(|z|^{s} \wedge|z|^{-s}\right)$ for some $C, s>0$ and all $z \in \mathrm{~S}_{\omega}$.

Given $\pi / 2-\theta_{p}<\nu<\omega<\pi$ and $\varphi \in \mathrm{H}_{0}^{\infty}\left(\mathrm{S}_{\omega}\right)$, we define $\varphi\left(\mathscr{L}_{p}^{A}\right) \in \mathcal{L}\left(\mathbb{L}^{p}\right)$ via the Cauchy integral

$$
\varphi\left(\mathscr{L}_{p}^{A}\right):=\frac{1}{2 \pi \mathrm{i}} \int_{\partial \mathrm{S}_{\nu}} \varphi(z)\left(z-\mathscr{L}_{p}^{A}\right)^{-1} \mathrm{~d} z
$$

where the boundary is positively oriented around the spectrum. We note that Lemma 4.9 yields

$$
\begin{equation*}
\varphi\left(\mathscr{L}_{p}^{A}\right) f=\varphi\left(\mathscr{L}^{A}\right) f \quad\left(f \in \mathbb{L}^{p} \cap \mathbb{L}^{2}\right) \tag{6.1}
\end{equation*}
$$

Definition 6.2. We say that $\mathscr{L}_{p}^{A}$ admits a bounded $\mathbf{H}^{\infty}$-calculus of angle $\pi / 2-\boldsymbol{\theta}_{\boldsymbol{p}}$ if for all $\omega \in$ $\left(\pi / 2-\theta_{p}, \pi\right)$ there is some $C>0$ such that

$$
\begin{equation*}
\left\|\varphi\left(\mathscr{L}_{p}^{A}\right)\right\|_{\mathcal{L}\left(\mathbb{L}^{p}\right)} \leq C\|\varphi\|_{L^{\infty}\left(\mathrm{S}_{\omega}\right)} \quad\left(\varphi \in \mathrm{H}_{0}^{\infty}\left(\mathrm{S}_{\omega}\right)\right) \tag{6.2}
\end{equation*}
$$

To prove the second assertion of Theorem 1.3, we follow [19] and first prove the following weak quadratic estimates in the spirit of [27]. Since $\mathbb{L}^{p} \cap \mathbb{L}^{p^{\prime}} \subseteq \mathbb{L}^{2}$, we can avoid $\mathbb{L}^{p}$-realizations at this stage.
Proposition 6.3. Let $p \in(1, \infty)$, $A$ be $p$-elliptic and $\theta \in\left(-\theta_{p}, \theta_{p}\right)$. Then there exists $C>0$ such that we have

$$
\int_{0}^{\infty}\left|\left\langle t \mathrm{e}^{\mathrm{i} \theta} \mathscr{L}^{A} \mathrm{e}^{-t \mathrm{e}^{\mathrm{i} \theta} \mathscr{L}^{A}} f, g\right\rangle\right| \frac{\mathrm{d} t}{t} \leq C\|f\|_{p}\|g\|_{p^{\prime}} \quad\left(f, g \in \mathbb{L}^{p} \cap \mathbb{L}^{p^{\prime}}\right)
$$

Proof. We abbreviate $A(\theta):=\mathrm{e}^{\mathrm{i} \theta} A$. Thanks to Lemma 4.1 (ii), we can apply Theorem 1.4 to the pair $\left(A(\theta), A(\theta)^{*}\right)$ and get

$$
\begin{aligned}
\int_{0}^{\infty}\left|\left\langle t \mathscr{L}^{A(\theta)} \mathrm{e}^{-2 t \mathscr{L}^{A(\theta)}} f, g\right\rangle\right| \frac{\mathrm{d} t}{t} & =\int_{0}^{\infty}\left|\left\langle\mathscr{L}^{A(\theta)} f_{t}^{A(\theta)}, g_{t}^{A(\theta)^{*}}\right\rangle\right| \mathrm{d} t \\
& =\int_{0}^{\infty}\left|\int_{O} A(\theta) \nabla\left(f_{t}^{A(\theta)}\right)\right|_{O} \cdot \overline{\left.\nabla\left(g_{t}^{A(\theta)^{*}}\right)\right|_{O}} \mathrm{~d} x \mid \mathrm{d} t \\
& \leq\left.\Lambda(A) \int_{0}^{\infty} \int_{O}\left|\nabla\left(f_{t}^{A(\theta)}\right)\right|_{O}|\cdot| \nabla\left(g_{t}^{A(\theta)^{*}}\right)\right|_{O} \mid \mathrm{d} x \mathrm{~d} t \\
& \leq C \Lambda(A)\|f\|_{p}\|g\|_{p^{\prime}}
\end{aligned}
$$

Proof of Theorem 1.3, part 2. We fix $\omega \in\left(\pi / 2-\theta_{p}, \pi\right)$. A classical theorem on quadratic estimates [27. Thm. 4.6 \& Ex. 4.8] states that the estimate in Proposition 6.3 implies that there is $C>0$ such that

$$
\left\|\varphi\left(\mathscr{L}^{A}\right) f\right\|_{p} \leq C\|\varphi\|_{\mathrm{L}^{\infty}\left(\mathrm{S}_{\omega}\right)}\|f\|_{p} \quad\left(\varphi \in \mathrm{H}_{0}^{\infty}\left(\mathrm{S}_{\omega}\right), f \in \mathbb{L}^{p} \cap \mathbb{L}^{p^{\prime}}\right)
$$

Indeed, we apply the results in [27] to the dual pair ( $\left.\mathbb{L}^{p} \cap \mathbb{L}^{2}, \mathbb{L}^{p^{\prime}} \cap \mathbb{L}^{2}\right)$. They require that $\mathscr{L}^{A}$ has dense range only for the convergence lemma [27] p.69]. If $\varphi \in \mathrm{H}_{0}^{\infty}\left(\mathrm{S}_{\omega}\right)$, then the latter holds without this extra assumption. By (6.1) and density, we obtain (6.2).

Finally, we establish maximal regularity for $\mathscr{L}_{p}^{A}$.
Definition 6.4. Let $T \in(0, \infty)$. We say that $\mathscr{L}_{p}^{A}$ has maximal parabolic regularity if for some $q \in(1, \infty)$ (or equivalently all $q \in(1, \infty)$ ) and all $f \in \mathrm{~L}^{q}\left(0, T ; \mathbb{L}^{p}\right)$ the mild solution

$$
u:[0, T) \rightarrow \mathbb{L}^{p}, \quad u(t)=\int_{0}^{t} \mathrm{e}^{-(t-s) \mathscr{L}_{p}^{A}} f(s) \mathrm{d} s
$$

to the abstract Cauchy problem

$$
\begin{aligned}
u^{\prime}(t)+\mathscr{L}_{p}^{A} u(t) & =f(t) \quad(t \in(0, T)), \\
u(0) & =0
\end{aligned}
$$

is (Fréchet-)differentiable a.e., takes its values in $\operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)$ a.e. and $u^{\prime}, \mathscr{L}_{p}^{A} u$ belong to $\mathrm{L}^{q}\left(0, T ; \mathbb{L}^{p}\right)$.
Proof of Theorem 1.3, part 3. This is just the Dore-Venni theorem [45, Cor. 9.3.12] applied to the invertible operator $1+\mathscr{L}_{p}^{A}$. Indeed, the property of maximal regularity is invariant under shifting the operator and $1+\mathscr{L}_{p}^{A}$ has a bounded $\mathrm{H}^{\infty}$-calculus of angle $\pi / 2-\theta_{p}$. Therefore, $1+\mathscr{L}_{p}^{A}$ has bounded imaginary powers [45, p.88].

## 7 Elliptic regularity for dynamical boundary conditions

In this section, we illustrate how to prove Hölder estimates for elements in the domain of (fractional powers of) $\mathscr{L}_{p}^{A}$ for large $p$. In order to avoid further technicalities, we work in the concrete geometric setting of Section 2.4 and more specifically assume the following.
Assumption 7.1. Throughout this section, we suppose that
(i) $O$ is a bounded domain and $V \neq \mathrm{W}_{\varnothing}^{1,2}(O)$.
(ii) $O$ is locally uniform near $\partial O \backslash D$ and there is $\ell \in(d-2, d)$ such that $D$ is an $\ell$-set and $\Sigma$ is an upper $\ell$-set.
Boundedness of $O$ implies that $\mathrm{W}_{D}^{-1, q}(O) \subseteq V^{*}$ and $\mathbb{L}^{p} \subseteq \mathbb{L}^{2}$ for all $p, q \in[2, \infty)$. By Remark 3.2, the Lax-Milgram operator $\mathcal{L}: V \rightarrow V^{*}$ is invertible. Hence, Lemma 3.1 implies that also $\mathscr{L}^{A}$ is invertible. Moreover, Theorem 2.16 yields that $j^{*}: \mathbb{L}^{p} \rightarrow \mathrm{~W}_{D}^{-1, q}(O)$ is bounded provided that

$$
\begin{equation*}
q \in\left[2,((d-\ell) \vee 1)^{\prime}\right) \quad \& \quad p \in\left(\left(\frac{\ell q^{\prime}}{d-q^{\prime}}\right)^{\prime}, q\right] \cap[2, q] . \tag{7.1}
\end{equation*}
$$

Definition 7.2. Let $\mu \in(0,1]$. The Hölder space $\mathbf{C}^{\mu}(\boldsymbol{O})$ consists of all bounded and $\mu$-Hölder continuous functions on $O$ with norm

$$
\|u\|_{\mathrm{C}^{\mu}(O)}:=\|u\|_{\mathrm{L}^{\infty}(O)}+\sup _{x, y \in O, x \neq y} \frac{|u(x)-u(y)|}{|x-y|^{\mu}} .
$$

The subspace $\mathrm{C}_{D}^{\mu}(O)$ consists of all functions in $\mathrm{C}^{\mu}(O)$ whose unique continuous extension to $\bar{O}$ vanishes in $D$.

Our first result concerns global Hölder regularity to a variational problem with dynamical boundary conditions.
Theorem 7.3. Let $\mu \in(0,1]$ and $p, q$ as in 7.1). If $\mathcal{L}^{-1}: \mathrm{W}_{D}^{-1, q}(O) \rightarrow \mathrm{C}^{\mu}(O)$ is bounded, then for every $f \in \mathbb{L}^{p}$ the unique solution $u$ to the variational problem $\mathscr{L}^{A} u=f$ belongs to $\mathrm{C}_{D}^{\mu}(O)$.

Proof. The assumption joint with Lemma 3.1 and Theorem 2.16entail that

$$
u:=\left(\mathscr{L}^{A}\right)^{-1} f=j \mathcal{L}^{-1} j^{*} f \in \mathrm{C}^{\mu}(O) \cap \operatorname{dom}\left(\mathscr{L}^{A}\right) .
$$

Since $D$ is an $\ell$-set for some $\ell \in(d-2, d)$, we can use [15, Lem. $4.8 \&$ App. B] to conclude that the continuous extension of $u$ to $\bar{O}$ vanishes in $D$.

Remark 7.4. The assumption on $\mathcal{L}^{-1}$ in Theorem 7.3 is known in a variety of settings, compare with [6. 9, 33, 48]. Interestingly, these references rely on results from harmonic analysis, such as Hölderian Gaussian estimates and the solution of the Kato problem in the 'non-dynamical setting' [10, 15] and we do not know whether these results themselves also hold in our 'dynamical setting'.

Theorem 7.3 is the starting point for investigating operator theoretic regularity, that is, embeddings of domains of $\mathbb{L}^{p}$-realizations into Hölder spaces. The following result is new even for small complex perturbations of real coefficients, so for $p$-elliptic $A$ with very large $p$.
Corollary 7.5. Let $\mu \in(0,1], p, q$ as in 7.1) and let $A$ be $p$-elliptic. If $\mathcal{L}^{-1}: \mathrm{W}_{D}^{-1, q}(O) \rightarrow \mathrm{C}^{\mu}(O)$ is bounded, then $\operatorname{dom}\left(\mathscr{L}_{p}^{A}\right) \subseteq \mathrm{C}_{D}^{\mu}(O)$ with continuous inclusion.

Proof. Since $O$ is bounded, $\mathscr{L}_{p}^{A}$ is the part of $\mathscr{L}^{A}$ in $\mathbb{L}^{p}$, compare with Lemma 4.8. Hence, if $u \in$ $\operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)$, then $u=\left(\mathscr{L}^{A}\right)^{-1} f=j \mathcal{L}^{-1} j^{*} f$ with $f:=\mathscr{L}_{p}^{A} u \in \mathbb{L}^{p}$. The claim follows from Theorem 7.3 and continuity of the respective linear operators.

As pointed out in the introduction, applications to semilinear equations [31] require similar embedding results already for domains of fractional powers $\left(\mathscr{L}_{p}^{A}\right)^{\sigma}$ with $\sigma \in(0,1)$. Fractional powers are defined by functional calculus, see e.g. [45, Chap. 3], and all relevant knowledge appears in the proof below. The same goes with interpolation theory and we refer to [63] for background information.
Theorem 7.6. Let $\mu \in(0,1], p, q$ as in (7.1) and $A$ be $p$-elliptic. If $\mathcal{L}^{-1}: \mathrm{W}_{D}^{-1, q}(O) \rightarrow \mathrm{C}^{\mu}(O)$ is bounded, then

$$
\operatorname{dom}\left(\left(\mathscr{L}_{p}^{A}\right)^{\sigma}\right) \subseteq \mathrm{C}_{D}^{\kappa \mu}(O)
$$

for all $\kappa \in(0,1)$ and $\sigma \in\left(\frac{1}{2} \vee\left((1-\kappa) \frac{d}{p \mu+d}+\kappa\right), 1\right]$.
For the proof, we modify an argument in [48, Sec. 3]. We also need a new interpolation inequality and a compatibility property for domains of fractional powers, the proofs of which we postpone until the end of the section.

Lemma 7.7. Let $p \in[1, \infty], \mu \in(0,1]$ and $\theta:=d /(p \mu+d)$. Then there is $C>0$ depending on $d, p$ and geometry such that

$$
\|u\|_{\mathrm{L}^{\infty}(O)} \leq C\|u\|_{\mathrm{L}^{p}(O)}^{1-\theta}\|u\|_{\mathrm{C}^{\mu}(O)}^{\theta} \quad\left(u \in \mathrm{~L}^{p}(O) \cap \mathrm{C}_{D}^{\mu}(O)\right) .
$$

In addition, we have for all $\mu \in(0,1]$ and $\theta \in[0,1]$ that

$$
\|u\|_{\mathrm{C}^{\theta \mu}(O)} \leq 3\|u\|_{\mathrm{L}^{\infty}(O)}^{1-\theta}\|u\|_{\mathrm{C}^{\mu}(O)}^{\theta} \quad\left(u \in \mathrm{C}^{\mu}(O)\right)
$$

Lemma 7.8. If $\sigma>1 / 2$, then $\operatorname{dom}\left(\left(\mathscr{L}^{A}\right)^{\sigma}\right) \subseteq j(V)$.
Proof of Theorem 7.6. We obtain from [63] Thm. 1.15.2] that

$$
\operatorname{dom}\left(\left(\mathscr{L}_{p}^{A}\right)^{\sigma}\right) \subseteq\left(\mathbb{L}^{p}, \operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)\right)_{\sigma, \infty}
$$

Since $\sigma>(1-\kappa) \frac{d}{p \mu+d}+\kappa$, [63] Thm. 1.3.3 (b) \& (e)] entails

$$
\subseteq\left(\mathbb{L}^{p}, \operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)\right)_{(1-\kappa) \frac{d}{p \mu+d}+\kappa, 1} .
$$

By the reiteration theorem [63, Thm. 1.10.2] the latter coincides with

$$
=\left(\left(\mathbb{L}^{p}, \operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)\right)_{\frac{d}{p \mu+d}, 1}, \operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)\right)_{\kappa, 1} .
$$

Now, we apply the bounded operator $\left.\right|_{O}$ on both sides and conclude

$$
\begin{aligned}
\left.\operatorname{dom}\left(\left(\mathscr{L}_{p}^{A}\right)^{\sigma}\right)\right|_{O} & =\left(\left(\mathrm{L}^{p}(O),\left.\operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)\right|_{O}\right)_{\frac{d}{p \mu+d}, 1},\left.\operatorname{dom}\left(\mathscr{L}_{p}^{A}\right)\right|_{O}\right)_{\kappa, 1} \\
& \subseteq\left(\left(\mathrm{~L}^{p}(O), \mathrm{C}_{D}^{\mu}(O)\right)_{\frac{d}{p \mu+d}, 1}, \mathrm{C}_{D}^{\mu}(O)\right)_{\kappa, 1},
\end{aligned}
$$

where the second step is just Corollary 7.5, In the language of [63, Lem. 1.10.1 (a)], the first statement of Lemma 7.7 means that $\mathrm{L}^{\infty}(O)$ is of class $J(d /(p \mu+d))$ between $\mathrm{L}^{p}(O)$ and $\mathrm{C}_{D}^{\mu}(O)$ and hence contains $\left(\mathrm{L}^{p}(O), \mathrm{C}_{D}^{\mu}(O)\right)_{d /(p \mu+d), 1}$ with continuous inclusion. A similar reformulation applies to the second statement of the lemma. We deduce

$$
\left.\operatorname{dom}\left(\left(\mathscr{L}_{p}^{A}\right)^{\sigma}\right)\right|_{O} \subseteq\left(\mathrm{~L}^{\infty}(O), \mathrm{C}_{D}^{\mu}(O)\right)_{\kappa, 1} \subseteq \mathrm{C}_{D}^{\kappa \mu}(O)
$$

Now, let $u \in \operatorname{dom}\left(\left(\mathscr{L}_{p}^{A}\right)^{\sigma}\right)$. We already know that $\left.u\right|_{O} \in \mathrm{C}_{D}^{\kappa \mu}(O)$. Let $\widetilde{u} \in \mathrm{C}_{D}^{\kappa \mu}(O)$ be its unique continuous extension. We have $\operatorname{dom}\left(\left(\mathscr{L}_{p}^{A}\right)^{\sigma}\right) \subseteq \operatorname{dom}\left(\left(\mathscr{L}^{A}\right)^{\sigma}\right)$, see [45, Prop. 2.6 .5 b)], and therefore Lemma 7.8 yields $u \in j(V)$. We conclude that $\left.u\right|_{\Sigma}=\operatorname{Tr}\left(\left.u\right|_{O}\right)=\left.\widetilde{u}\right|_{\Sigma}$ and hence $u=\widetilde{u} \in \mathrm{C}_{D}^{\kappa \mu}(O)$.

Proof of Lemma 7.7. The second assertion has been proven in [48, Lem. 3.5]. Let us turn to the first part. To this end, we fix $\delta \in(0,1]$ as in the definition of a locally uniform domain near $\partial O \backslash D$, see [10, Def. 2.3]. If $\|u\|_{L^{p}(O)} \geq\left(\frac{\delta}{2}\right)^{d / \theta_{p}}\|u\|_{\mathrm{C}^{\mu}(O)}$, then we simply estimate

$$
\|u\|_{\mathrm{L}^{\infty}(O)}=\|u\|_{\mathrm{L}^{\infty}(O)}^{1-\theta}\|u\|_{\mathrm{L}^{\infty}(O)}^{\theta} \leq\left(\frac{2}{\delta}\right)^{\frac{d(1-\theta)}{\theta_{p}}}\|u\|_{\mathrm{L}^{p}(O)}^{1-\theta}\|u\|_{\mathrm{C}^{\mu}(O)}^{\theta} .
$$

Hence, we assume from now on that $\|u\|_{\mathrm{L}^{p}(O)}<\left(\frac{\delta}{2}\right)^{d / \theta_{p}}\|u\|_{\mathrm{C}^{\mu}(O)}$ and set

$$
r:=\left(\|u\|_{\mathrm{L}^{p}(O)}\|u\|_{\mathrm{C}^{\mu}(O)}^{-1}\right)^{\frac{\theta_{p}}{d}} \in\left(0, \frac{\delta}{2}\right) .
$$

Let $x \in O$. We consider two cases.
(1) $\overline{\boldsymbol{B}(\boldsymbol{x}, \boldsymbol{r})} \cap \boldsymbol{D} \neq \varnothing$. We fix $x_{D} \in \overline{B(x, r)} \cap D$. Since $u$ vanishes in $D$ we get

$$
|u(x)|=\left|u(x)-u\left(x_{D}\right)\right| \leq r^{\mu}\|u\|_{\mathrm{C}^{\mu}(O)} \leq\|u\|_{\mathrm{L}^{p}(O)}^{1-\theta}\|u\|_{\mathrm{C}^{\mu}(O)}^{\theta} .
$$

(2) $\overline{\boldsymbol{B}(\boldsymbol{x}, \boldsymbol{r})} \cap \boldsymbol{D}=\varnothing$. Then $\overline{B(x, r)} \subseteq O$ or $\overline{B(x, r)} \cap(\partial O \backslash D) \neq \varnothing$ and we obtain for all $y \in O \cap B(x, r)$ that

$$
|u(x)| \leq|u(x)-u(y)|+|u(y)| \leq r^{\mu}\|u\|_{\mathrm{C}^{\mu}(O)}+|u(y)| .
$$

We average the latter with respect to $y \in O \cap B(x, r)$ and use Hölder's inequality, which leads us to

$$
|u(x)| \leq r^{\mu}\|u\|_{\mathrm{C}^{\mu}(O)}+|O \cap B(x, r)|^{-\frac{1}{p}}\|u\|_{\mathrm{L}^{p}(O)} .
$$

If $\overline{B(x, r)} \subseteq O$, then $|O \cap B(x, r)|=|B(0,1)| r^{d}$. In the other case, $\operatorname{dist}(x, \partial O \backslash D) \leq r<$ $(\delta / 2 \wedge 1)$. It follows from [10, Prop. 2.9] that there is $C>0$ depending on $d$ and geometry such that $|O \cap B(x, r)| \geq C r^{d}$. We conclude that

$$
\|u\|_{\mathrm{L}^{\infty}(O)} \leq\left(1+C^{-\frac{1}{p}}\right)\|u\|_{\mathrm{L}^{p}(O)}^{1-\theta}\|u\|_{\mathrm{C}^{\mu}(O)}^{\theta} .
$$

Proof of Lemma 7.8, By [45, Prop. 3.1.9 a)] we have $\operatorname{dom}\left(\left(\mathscr{L}^{A}\right)^{\sigma}\right)=\operatorname{dom}\left(\left(1+\mathscr{L}^{A}\right)^{\sigma}\right)$. Since $1+\mathscr{L}^{A}$ is invertible, so are its fractional powers [45, Prop. 3.1.1 e)]. We let $u \in \operatorname{dom}\left(\left(1+\mathscr{L}^{A}\right)^{\sigma}\right)$ and put $f:=\left(1+\mathscr{L}^{A}\right)^{\sigma} u$. We have the following formula [45, Cor. 3.3.6]:

$$
u=\left(1+\mathscr{L}^{A}\right)^{-\sigma} f=\frac{1}{\Gamma(\sigma)} \int_{0}^{\infty} t^{\sigma} \mathrm{e}^{-t} f_{t}^{A} \frac{\mathrm{~d} t}{t}=\frac{1}{\Gamma(\sigma)} \int_{0}^{\infty} t^{\sigma} \mathrm{e}^{-t} j\left(\left.\left(f_{t}^{A}\right)\right|_{O}\right) \frac{\mathrm{d} t}{t}
$$

where in the last step we have used that $f_{t}^{A} \in \operatorname{dom}\left(\mathscr{L}^{A}\right) \subseteq j(V)$. Since $j: V \rightarrow \mathbb{L}^{2}$ is bounded, the assertion follows once we have checked that

$$
\left.\int_{0}^{\infty} t^{\sigma} \mathrm{e}^{-t}\left(f_{t}^{A}\right)\right|_{O} \frac{\mathrm{~d} t}{t}
$$

converges absolutely in $V$. Due to the exponential decay and the assumption $\sigma>1 / 2$, it suffices to show that there is $C>0$ such that $\left\|\left.f_{t}^{A}\right|_{O}\right\|_{V} \leq C t^{-1 / 2}$ for all $t>0$. In order to see this, we use the coercivity of $a$ and the Cauchy-Schwarz inequality and get

$$
C\left\|\left.f_{t}^{A}\right|_{o}\right\|_{V}^{2} \leq \operatorname{Re} a\left(\left.f_{t}^{A}\right|_{o},\left.f_{t}^{A}\right|_{O}\right)=\operatorname{Re}\left\langle\mathscr{L}^{A} f_{t}^{A}, f_{t}^{A}\right\rangle_{2} \leq\left\|\mathscr{L}^{A} f_{t}^{A}\right\|_{2}\left\|f_{t}^{A}\right\|_{2} .
$$

Since $\left(\mathrm{e}^{-t \mathscr{L}^{A}}\right)_{t \geq 0}$ is a bounded analytic semigroup in $\mathbb{L}^{2}$, the right-hand side is bounded from above by $C t^{-1}\|f\|_{2}^{2}$. This completes the proof.

## 8 Explicit angle

We close this paper by elaborating a quantitative lower bound for $\theta_{p}$, depending on $p$ and the data $\Lambda(A), \lambda(A)$ and $\omega(A)$. Under additional symmetry assumptions on $A$, results of this type already exist, see Remark 8.3. For $p \in(1, \infty)$ we set

$$
\sigma_{p}:=\frac{|p-2|}{2 \sqrt{p-1}}
$$

and note that $\sigma_{p}=\sigma_{p^{\prime}}$. We will use the fact that (quantitative) smallness of $\|\operatorname{Im}(A)\|_{\infty}$ implies $p$-ellipticity of $A$.

Lemma 8.1 ([36, Lem. 2.16]). Let $p \in(2, \infty)$ and assume that $\sigma_{p}\|\operatorname{Im}(A)\|_{\infty}<\lambda(A)$. Then $A$ is p-elliptic.
Hence, our goal is to find the largest possible $\theta$ such that $\mathrm{e}^{ \pm \mathrm{i} \theta} A$ satisfies this smallness assumption. The method cannot be optimal, because the same sesquilinear form $a$ may be represented by a variety of matrices $A$ with different size of $\|\operatorname{Im}(A)\|_{\infty}$, see [24, Ex. 1]. On the other hand, it does not require any symmetry for $A$.

Proposition 8.2. Let $p \in(1, \infty)$ and assume that $\sigma_{p}\|\operatorname{Im}(A)\|_{\infty}<\lambda(A)$. Then

$$
\tan \left(\theta_{p}\right) \geq \frac{\lambda(A)-\sigma_{p}\|\operatorname{Im}(A)\|_{\infty}}{\lambda(A) \tan (\omega(A))+\sigma_{p}\|\operatorname{Re}(A)\|_{\infty}} .
$$

Proof. By symmetry and Lemma 4.1 (iii) we can assume $p>2$. We fix $\theta \in(0, \pi / 2-\omega(A))$. We need to prove $\Delta_{p}\left(\mathrm{e}^{ \pm \mathrm{i} \theta} A\right)>0$ provided that

$$
\begin{equation*}
\tan (\theta)<\frac{\lambda(A)-\sigma_{p}\|\operatorname{Im}(A)\|_{\infty}}{\lambda(A) \tan (\omega(A))+\sigma_{p}\|\operatorname{Re}(A)\|_{\infty}} \tag{8.1}
\end{equation*}
$$

Lemma 8.1 says that $\Delta_{p}\left(\mathrm{e}^{\mathrm{i} \theta} A\right)>0$ if

$$
\sigma_{p}\left\|\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \theta} A\right)\right\|_{\infty}<\lambda\left(\mathrm{e}^{\mathrm{i} \theta} A\right)
$$

We have the rough estimate

$$
\left\|\operatorname{Im}\left(\mathrm{e}^{\mathrm{i} \theta} A\right)\right\|=\|\sin (\theta) \operatorname{Re}(A)+\cos (\theta) \operatorname{Im}(A)\|_{\infty} \leq \sin (\theta)\|\operatorname{Re}(A)\|_{\infty}+\cos (\theta)\|\operatorname{Im}(A)\|_{\infty}
$$

and, by rotating the set $\{z \in \mathbb{C}:|\arg (z)| \leq \omega(A) \& \operatorname{Re}(z) \geq \lambda\}$ and finding the point with smallest real part, we get

$$
\lambda\left(\mathrm{e}^{\mathrm{i} \theta} A\right) \geq \lambda(A) \frac{\cos (\omega(A)+\theta)}{\cos (\omega(A))}=\lambda(A)(\cos (\theta)-\sin (\theta) \tan (\omega(A)))
$$

So, a sufficient criterion for $\Delta_{p}\left(\mathrm{e}^{\mathrm{i} \theta} A\right)>0$ is

$$
\sigma_{p}\left(\sin (\theta)\|\operatorname{Re}(A)\|_{\infty}+\cos (\theta)\|\operatorname{Im}(A)\|_{\infty}\right)<\lambda(A)(\cos (\theta)-\sin (\theta) \tan (\omega(A)))
$$

We divide both sides by $\cos (\theta)>0$ and rearrange terms to get

$$
\tan (\theta)\left(\lambda(A) \tan (\omega(A))+\sigma_{p}\|\operatorname{Re}(A)\|_{\infty}\right)<\lambda(A)-\sigma_{p}\|\operatorname{Im}(A)\|_{\infty}
$$

which is equivalent to 8.1).
Since the right-hand side in 8.1 stays the same when replacing $A$ by $A^{*}$, the restriction on $\theta$ in 8.1 ) also implies $\Delta_{p}\left(\mathrm{e}^{\mathrm{i} \theta} A^{*}\right)>0$ and hence $\Delta_{p}\left(\mathrm{e}^{-\mathrm{i} \theta} A\right)>0$, see Lemma 4.1 (ii). This completes the proof.

Remark 8.3. The following results are known from the literature.
(i) For real-valued $A$, [23, Thm. 3.4] gives an upper bound for the angle of the numerical range of $\mathscr{L}_{p}^{A}$. This leads to the better bound

$$
\tan \left(\theta_{p}\right) \geq \frac{1}{\sqrt{\sigma_{p}^{2}+\frac{p^{2}}{4(p-1)} \tan (\omega(A))^{2}}}
$$

The proof uses the fact that the coefficients are real and there is no simple adaptation in the complex case.
(ii) Cialdea and Maz'ya characterize in [25, Thm. 9] the optimal angle of the $\mathrm{L}^{p}$-dissipativity under Dirichlet boundary conditions by an implicit formula. For symmetric $A$ (that is $A=A^{t}$ in their terminology) the expression simplifies, see [25, Thm. 1].
(iii) If $\operatorname{Im}(A)$ is symmetric and $|1-2 / p|<\cos (\omega(A))$, Do found in [32, Thm. 1.1] a lower bound for $\theta_{p}$ in terms of $\omega(A)$ and $p$ :

$$
\begin{array}{rlr}
\theta_{p} & \geq \arccos (|1-2 / p|)-\omega(A) & (\operatorname{Re}(A) \text { symmetric }) \\
\tan \left(\theta_{p}\right) & \geq \frac{1-\tan (\omega(A)) \sigma_{p}}{\frac{p-\sqrt{p-1}}{\sqrt{p-1}} \tan (\omega(A))+\sigma_{p}} & (\operatorname{Re}(A) \text { not symmetric }) .
\end{array}
$$

This bound does not recover the bound in (i) when $A$ is real.

## References

[1] D. R. Adams and L. I. Hedberg. Function spaces and potential theory, Grundlehren der Mathematischen Wissenschaften, vol. 314, Springer, Berlin, 1995.
[2] W. Arendt and A. F. M. ter Elst. The Dirichlet-to-Neumann operator on rough domains. J. Differential Equations, 251 (2011), 2100-2124.
[3] W. Arendt and A. F. M. ter Elst. Sectorial forms and degenerate differential operators. J. Operator Theory, 67 (2012), no. 1, 33-72.
[4] W. Arendt and M. Sauter. The Wentzell Laplacian via forms and the approximative trace. Discrete and Continuous Dynamical Systems - S, 17 (2024), no. 5-6, 1750-1765.
[5] P. Auscher. On necessary and sufficient conditions for $L^{p}$-estimates of Riesz transforms associated to elliptic operators on $\mathbb{R}^{n}$ and related estimates. Mem. Amer. Math. Soc. 186 (2007), no. 871.
[6] P. Auscher, N. Badr, R. Haller-Dintelmann and J. Rehberg. The square root problem for second-order, divergence form operators with mixed boundary conditions on $L^{p}$. J. Evol. Equ., 15 (2015), no. 1, 165-208.
[7] H. Bahouri, J.-Y. Chemin and R. Danchin. Fourier Analysis and Nonlinear Partial Differential Equations, Grundlehren der mathematischen Wissenschaft, vol. 343, Berlin: Springer, 2011.
[8] S. Bechtel. The extension problem for fractional Sobolev spaces with a partial vanishing trace condition. Arch. Math., 117 (2021), no. 1, 79-85.
[9] S. BECHTEL. L ${ }^{p}$-estimates for the square root of elliptic systems with mixed boundary conditions II. J. Differential Equations, 379 (2024), 104-124.
[10] S. Bechtel, M. Egert and R. Haller-Dintelmann. The Kato square root problem on locally uniform domains. Adv. Math., 375 (2020), id/no. 107410, 37.
[11] S. Bechtel, R. M. Brown, R. Haller-Dintelmann and P. Tolksdorf. Extendability of functions with partially vanishing trace. Preprint (2021), https://arxiv.org/abs/1910. 06009v2.
[12] L. M. Betz. Second-order sufficient optimality conditions for optimal control of nonsmooth, semilinear parabolic equations. SIAM J. Control Optim., 57 (2019), no. 6, 4033-4062.
[13] S. Blunck and P. Kunstmann. Calderón-Zygmund theory for non-integral operators and the $H^{\infty}$-calculus. Rev. Mat. Iberoamericana, 19 (2003), no. 3, 919-942.
[14] S. Blunck and P. Kunstmann. Weak type ( $p, p$ ) estimates for Riesz transforms. Math. Z., 247 (2004), no. 1, 137-148.
[15] T. Böhnlein, S. Ciani and M. Egert. Gaussian estimates vs. elliptic regularity on open sets. Preprint (2023), https://arxiv.org/abs/2307.03648v2.
[16] T. Böhnlein and M. Egert. Explicit improvements for $\mathrm{L}^{p}$-estimates related to elliptic systems. Bull. Lon. Math. Soc., 56 (2024), no. 3, 914-930.
[17] A. Carbonaro and O. Dragičević. Bellmann function and linear dimension-free estimates in a theorem of Bakry. J. Funct. Anal., 265 (2013), no. 7, 1085-1104.
[18] A. Carbonaro and O. Dragičević. Convexity of power functions and bilinear embedding for divergence-form operators with complex coefficients. J. Eur. Math. Soc. (JEMS), 22 (2020), no. 10, 3175-3221.
[19] A. Carbonaro and O. Dragičević. Bilinear embedding for divergence-form operators with complex coefficients on irregular domains. Calc. Var. Partial Differ. Equ., 59 (2020), no. 3, id/no. 104, 36.
[20] A. Carbonaro and O. Dragičević. Bilinear embedding for Schrödinger-type operators with complex coefficients. Preprint (2023), https://arxiv.org/abs/1908.00143v2.
[21] A. Carbonaro, O. Dragičević, V. Kovač and K. Škreb. Trilinear embedding for divergenceform operators with complex coefficients. Adv. Math., 431 (2023), id/no. 109239, 72.
[22] E. CASAS and J. Yong. Optimal control of a parabolic equation with memory. Control Optim. Calc. Var., 29 (2023), no. 23, 16.
[23] R. Chill, H. Meinlschmidt and J. Rehberg. On the numerical range of second-order elliptic operators with mixed boundary conditions in $L^{p}$. J. Evol. Equ., 21 (2021), no. 3, 3267-3288.
[24] A. CIALDEA and V. MAz'YA. Criterion for the $L^{p}$-dissipativity of second order differential operators with complex coefficients. J. Math. Pures Appl., 84 (2005), no. 8, 1067-1100.
[25] A. CIALDEA and V. MAz'YA. Criteria for the $L^{p}$-dissipativity of systems of second order differential equations. Ric. Mat., 55 (2006), no. 2, 233-265.
[26] G. E. Comi and K. R. Payne. On locally essentially bounded divergence measure fields and sets of locally finite perimeter. Adv. Calc. Var., 13 (2020), no. 2, 179-217.
[27] M. Cowling, I. Doust, A. McIntosh and A. YagI. Banach space operators with a bounded $H^{\infty}$ functional calculus. J. Aust. Math. Soc., Ser. A, 60 (1996), no. 1, 51-89.
[28] R. Denk, M. Hieber and J. Prüss. $\mathcal{R}$-boundedness, Fourier multipliers and problems of elliptic and parabolic type. Mem. Amer. Math. Soc. 166 (2003), no. 788.
[29] M. Dindoš and J. Pipher. Regularity theory for solutions to second order elliptic operators with complex coefficients and the $L^{p}$ Dirichlet problem. Adv. Math., 341 (2019), 255-298.
[30] K. Disser, A. F. M. ter Elst and J. Rehberg. Hölder estimates for parabolic operators on domains with rough boundary. Ann. Sc. Norm. Super. Pisa, Cl. Sci. (5), 17 (2017), no. 1, 65-79.
[31] K. Disser, M. Meyries and J. Rehberg. A unified framework for parabolic equations with mixed boundary conditions and diffusion on interfaces. J. Math. Anal. Appl., 430 (2015), no. 2, 1102-1123.
[32] T. D. Do. Sectoriality of degenerate elliptic operators via p-ellipticity. Forum Math., 35 (2023), no. 1, 61-81.
[33] M. Egert. L ${ }^{p}$-estimates for the square root of elliptic systems with mixed boundary conditions. J. Differential Equations, 265 (2018), no. 4, 1279-1323.
[34] M. Egert. On p-elliptic divergence form operators and holomorphic semigroups. J. Evol. Equ., 20 (2020), no. 3, 705-724.
[35] M. Egert and P. Tolksdorf. Characterizations of Sobolev functions that vanish on a part of the boundary. Discrete Contin. Dyn. Syst. Ser. S 10 (2017), no. 4, 729-743.
[36] A. F. M. ter Elst, R. Haller-Dintelmann, J. Rehberg and P. Tolksdorf. On the L ${ }^{p}$ theory for second order elliptic operators in divergence form with complex coefficients. J. Evol. Equ. 21 (2021), 3963-4003.
[37] A. F. M. ter Elst, A. Linke and J. Rehberg. On the numerical range of sectorial forms. Pure Appl. Funct. Anal., 7 (2022), no. 5, 1929-1938.
[38] A. F. M. ter Elst, M. Meyries and J. Rehberg. Parabolic equations with dynamical boundary conditions and source terms on interfaces. Ann. Mat. Pura Appl. (4), 193 (2014), no. 5, 12951318.
[39] A. F. M. ter Elst and J. Rehberg. L ${ }^{\infty}$-estimates for divergence operators on bad domains. Anal. Appl. (Singap.), 10 (2012), no. 2, 207-214.
[40] K. Falconer. Fractal Geometry: Mathematical Foundations and Applications, 2nd ed., John Wiley \& Sons, Ltd, 2003.
[41] H. Gajewski. Analysis and numerics of carrier transport in semiconductors. Mitt. Ges. Angew. Math. Mech., 16 (1993), no. 1, 35-57.
[42] G. R. Goldstein. Derivation and physical interpretation of general boundary conditions. Adv. Differ. Equ., 11 (2006), no. 4, 457-480.
[43] G. R. Goldstein, J. Goldstein, D. Guidetti and S. Romanelli. Maximal regularity, analytic semigroups, and dynamic and general Wentzell boundary conditions with a diffusion term on the boundary. Ann. Mat. Pura Appl. (4), 199 (2020), no. 1, 127-146.
[44] P. Gyrya and L. Saloff-Coste. Neumann and Dirichlet heat kernels in inner uniform domains, Astérisque, vol. 336, Société Mathématique de France, Paris, 2011.
[45] M. HaAse. The Functional Calculus for Sectorial Operators. Operator Theory: Advances and Applications, vol. 169, Birkhäuser, Basel, 2006.
[46] P. Hajtasz, P. Koskela and H. Tuominen. Sobolev embeddings, extensions and measure density condition. J. Funct. Anal., 254 (2008), no. 5, 1217-1234.
[47] R. Haller-Dintelmann, A. Jonsson, D. Knees and J. Rehberg. Elliptic and parabolic regularity for second-order divergence operators with mixed boundary conditions. Math. Methods Appl. Sci. 39 (2016), no. 17, 5007-5026.
[48] R. Haller, H. Meinlschmidt and J. Rehberg. Hölder regularity for domains of fractional powers of elliptic operators with mixed boundary conditions. Pure Appl. Funct. Anal. 9 (2024), no. 1, 169-194.
[49] D. Hömberg, K. Krumbiegel and J. Rehberg. Optimal Control of a Parabolic Equation with Dynamic Boundary Condition. Appl. Math. Optim., 67 (2013), no. 1, 3-31.
[50] F. Hoppe, H. Meinlschmidt and I. Neitzel. Global-in-time solutions for quasilinear parabolic PDEs with mixed boundary conditions in the Bessel scale. Preprint (2024), https://arxiv. org/abs/2303.04659
[51] A. Jonsson and H. Wallin. Function Spaces on Subsets of $\mathbb{R}^{n}$, Mathematical Reports, vol. 2, Harwood Academic Publishers GmbH, 1984.
[52] P. A. Markowich. The Stationary Semiconductor Device Equations, Computational Microelectronics, Springer-Verlag: Wien, 1986.
[53] H. Meinlschmidt and J. Rehberg. Extrapolated elliptic regularity and application to the van Roosbroeck system of semiconductor equations. J. Differential Equations, 280 (2021), 375-404.
[54] R. NittKA. Projections onto convex sets and $L^{p}$-quasi-contractivity of semigroups. Arch. Math., 98 (2012), no. 4, 341-353.
[55] E. M. Ouhabaz. Invariance of Closed Convex Sets and Domination Criteria for Semigroups. Potential Ana., 5 (1996), no. 6, 611-625.
[56] E. M. Ouhabaz. Analysis of Heat Equations on Domains, London Mathematical Society Monographs Series, vol. 31, Princeton University Press, 2005.
[57] A. Pazy. Semigroups of linear operators and applications to partial differential equations, Applied Mathematical Sciences, vol. 44, Springer, Cham, 1983.
[58] M. Sauter. Uniqueness of the approximative trace. Indiana Univ. Math. J., 69 (2020), no. 1, 171-204.
[59] S. Selberherr. Analysis and Simulations of Semiconductor Devices, Springer-Verlag: Wien, New York, 1984.
[60] Z. Shen. Bounds of Riesz Transform on $L^{p}$ Spaces for Second Order Elliptic Operators. Ann. Inst. Fourier., 55 (2005), no. 1, 173-197.
[61] D. Swanson and W. P. Ziemer. Sobolev functions whose inner trace at the boundary is zero. Ark. Mat., 37 (1999), no. 2, 373-380.
[62] I. E. Tamм. Fundamentals of the Theory of Electricity, Mir publishers Moscow, 1979.
[63] H. Triebel. Interpolation theory, function spaces, differential operators, North-Holland Mathematical Library, vol. 18, Elsevier (North-Holland), Amsterdam, 1978.
[64] J. van Neerven, M. Veraar and L. Weis. Stochastic maximal $L^{p}$-regularity. Ann. Probab., 40 (2012), no. 2, 788-812.
[65] J. Yeh. Real Analysis, Theory of Measure and Integration, ed. 2nd, World Scientific Publishing Co. Pte. Ldt., Hackensack, 2006.


[^0]:    2020 Mathematics Subject Classification. 35J25, 47F10, 35B65, 46E35.
    Key words and phrases. Dynamical boundary conditions, maximal parabolic regularity, $p$-ellipticity, bounded $H^{\infty}$-calculus, bilinear embedding, trace theorems, Bellmann function.

