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# The Erdős-Rényi random graph conditioned on every component being a clique 

Martijn Gösgens, Lukas Lüchtrath, Elena Magnanini, Marc Noy, Élie de Panafieu


#### Abstract

We consider an Erdős-Rényi random graph conditioned on the rare event that all connected components are fully connected. Such graphs can be considered as partitions of vertices into cliques. Hence, this conditional distribution defines a distribution over partitions. Using tools from analytic combinatorics, we prove limit theorems for several graph observables: the number of cliques; the number of edges; and the degree distribution. We consider several regimes of the connection probability $p$ as the number of vertices $n$ diverges. For $p=1 / 2$, the conditioning yields the uniform distribution over set partitions, which is well-studied, but has not been studied as a graph distribution before. For $p<1 / 2$, we show that the number of cliques is of the order $n / \sqrt{\log n}$, while for $p>1 / 2$, we prove that the graph consists of a single clique with high probability. This shows that there is a phase transition at $p=1 / 2$. We additionally study the near-critical regime $p_{n} \rightarrow 1 / 2$, as well as the sparse regime $p_{n} \rightarrow 0$.
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## 1 Introduction

A cluster graph is a graph that is the disjoint union of complete graphs. Put differently, each connected component or cluster of the graph forms a clique. In this paper, we consider the Erdős-Rényi (ER) random graph on $n$ vertices with connection probability $p$, conditioned on the rare event of being a cluster graph. We refer to such a graph as a random cluster graph (RCG) throughout the manuscript. To avoid confusion, we emphasise that the random cluster graph here is not the same object as the one defined e.g. in [37], which is nowadays better known as the planted partition model or the stochastic block model, cf. [21] and Section 1.2 below. There are three main motivations for us to study this object.

Firstly, the random cluster graph arises naturally in community detection, the task of partitioning network nodes into groups that are better connected internally than externally [14]. One of the most popular ways to partition a network into communities is to maximise a quantity called modularity over the set of partitions [28]. Modularity maximisation is known to be related to likelihood maximisation [27]. In Theorem 1.8, we relate modularity maximisation to Bayesian inference with the RCG distribution as a prior distribution for the community partition. Therefore, understanding the RCG helps us to better understand modularity maximisation.

Secondly, the RCG is an interesting object from a probabilistic viewpoint because it undergoes a phase transition at $p=1 / 2$ : we prove in Theorem 1.1 that for $p>1 / 2$, the RCG consists of a single clique with high probability, while for $p<1 / 2$, it consists of $\mathcal{O}(n / \sqrt{\log n})$ cliques. The ER random graph (without conditioning) does not have this phase transition, since for each $p \in(0,1)$, the graph consists of a single connected component with high probability [41]. For $p=1 / 2$, the RCG is a cluster graph uniformly chosen among all cluster graphs. Varying the value of $p$ then changes the probability


Figure 1: Samples of three cluster graphs on 50 vertices. The one on the left is sampled with $p=0.25$, the middle one with $p=0.51$ and the right one with $p=0.53$, resulting in the complete graph.
of edges and makes the occurrence of certain cluster graphs more likely. In [24], the authors consider the ER graph conditioned on the event of being a forest, where the connection probability $p$ similarly makes the occurrence of certain forests more likely. The pure uniform case of this is studied since the early 2000's [17]. The non-uniform case was recently further elaborated (in a much more general setting) in [3] under the name arboreal gas where the authors use statistical mechanics tools to deduce their results. It is an interesting direction for future work to study whether statistical mechanics tools are applicable for the RCG as well. Indeed, the distribution of the RCG has the form of a Gibbs measure. The sufficient statistic of this distribution is the number of edges. Therefore, the Maximum Entropy Principle [22], implies that the RCG distribution maximises the Gibbs entropy among all cluster graph distributions with a specified expected number of edges.
Thirdly, because of the one-to-one correspondence between cluster graphs and set partitions, the RCG generalises the uniform set partitions that are studied in combinatorics [33, 36]. Viewing the sets as complete graphs allows us to weigh partitions with respect to their sizes, leading to a non-uniform generalisation of the uniform set partitions.
The phase transition of the RCG at $p=1 / 2$ translates to a divergence in the generating function of cluster graphs. Because of this divergence, we are unable to apply standard tools from combinatorics to study the supercritical regime ( $p>1 / 2$ ). Instead, we rely on recent techniques developed in [11]. In addition, the derivation of the limit laws in the critical ( $p=1 / 2$ ) and subcritical ( $p<1 / 2$ ) regimes require delicate saddle point analyses. We first use these methods to study the regimes where the edge probability $p$ remains constant as $n \rightarrow \infty$. We prove limit theorems for the number of cliques and edges, as well as for the degree distribution in all three different regimes. We further study the nearcritical regime $p_{n} \downarrow 1 / 2$ and the sparse regime $p_{n} \downarrow 0$. To this end, we apply our derived combinatorial tools to some more probabilistic methods.
The article is structured as follows. In Section 1.1, we present and discuss our main results. In Section 1.2 we discuss the implications of these results for the task of community detection. In Section 2 , we derive the exact distributions of the objects of interest and briefly explain the main proof strategies. The critical regime ( $p=1 / 2$ ) is studied in Section 4 the subcritical regime ( $p<1 / 2$ ) is studied in Section 5, and the supercritical regime ( $p>1 / 2$ ) is studied in Section 6. The near-critical regime is studied in Section 7 and the sparse regime is studied in Section 8 . Throughout this paper, we illustrate some of our results through numerical experiments. The code for these experiments is available on GitHubl] and we explain some implementation details in Appendix A. A list of notation can be found in Appendix $B$.
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### 1.1 Main results

We let $\mathbf{C G}_{n, p}$ denote a random cluster graph with parameters $n$ and $p$. That is, an ER random graph with $n$ vertices and connection probability $p$, conditioned on the rare event that every connected component is fully connected. All random variables associated with $\mathbf{C G}_{n, p}$ are denoted in bold capitals with indices $n, p$. Our main quantities of interest are the number of connected components (clusters) in $\mathbf{C G}_{n, p}$, denoted by $\mathbf{C}_{n, p}$, the number of edges denoted by $\mathbf{M}_{n, p}$, and the degree $\mathbf{D}_{n, p}$ of a vertex chosen uniformly at random from the vertex set. We further let $\mathbf{S}_{n, p}:=\mathbf{D}_{n, p}+1$ denote the size-biased cluster size. In terms of set partitions, $\mathbf{C}_{n, p}$ then coincides with the number of sets (also referred to as blocks) and $\mathbf{M}_{n, p}$ coincides with the number of intra-cluster pairs. Whenever convenient, we drop the $p$ in the subscripts from the notation. We consider all these random variables to be defined on a common underlying probability space. We denote the corresponding probability measure by $\mathbb{P}$ and the corresponding expectation operator by $\mathbb{E}$.
We further use the standard Landau notation and denote for positive functions $f, g$ by $f(x) \sim g(x)$ the fact that $f(x) / g(x) \rightarrow 1$ as $x \rightarrow \infty$. Further, $f=\mathcal{O}(g)$ indicates that asymptotically $f(x) / g(x)$ is bounded from above, $f=o(g)$ indicates $f(x) / g(x) \rightarrow 0, f=\Omega(g)$ refers to $g=\mathcal{O}(f)$, and finally $f=\Theta(g)$ indicates $f=\mathcal{O}(g)$ as well as $f=\Omega(f)$. We denote by $K_{n}$ the complete graph on $n$ vertices. A random variable distributed according to a standard Gaussian law is denoted by $\mathcal{N}(0,1)$.

Number of clusters As already pointed out above, there is a phase transition at $p=1 / 2$. This is shown in our first three theorems, each devoted to one of the main quantities.

Theorem 1.1 (Number of clusters in the RCG). Consider the random cluster graph $\mathbf{C G}_{n, p}$ on $n \in \mathbb{N}$ vertices and $E R$ edge probability $p \in(0,1)$ and the number of its clusters $\mathbf{C}_{n, p}$.
(i) If $p>1 / 2$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{C}_{n, p}=1\right)=1
$$

Put differently, $\mathbf{C}_{n, p}=K_{n}$ with high probability.
(ii) If $p=1 / 2$, then $\mathbf{C}_{n, p}$ obeys a central limit theorem, i.e.,

$$
\frac{\mathbf{C}_{n, p}-\mathbb{E} \mathbf{C}_{n, p}}{\sqrt{\operatorname{Var}\left(\mathbf{C}_{n, p}\right)}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution, as $n \rightarrow \infty$. Moreover,

$$
\mathbb{E} \mathbf{C}_{n, p} \sim \frac{n}{\log n} \quad \text { and } \quad \operatorname{Var}\left(\mathbf{C}_{n, p}\right) \sim \frac{n}{(\log n)^{2}}
$$

(iii) If $p<1 / 2$, then $\mathbf{C}_{n, p}$ obeys a central limit theorem, i.e.,

$$
\frac{\mathbf{C}_{n, p}-\mathbb{E} \mathbf{C}_{n, p}}{\sqrt{\operatorname{Var}\left(\mathbf{C}_{n, p}\right)}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution, as $n \rightarrow \infty$. Moreover,

$$
\mathbb{E} \mathbf{C}_{n, p} \sim \sqrt{\frac{\log (1-p)-\log p}{2}} \frac{n}{\sqrt{\log n}} \quad \text { and } \quad \operatorname{Var}\left(\mathbf{C}_{n, p}\right)=\Theta\left(\frac{n}{(\log n)^{3 / 2}}\right)
$$

Let us remark that Part (ii) of Theorem 1.1 is a known result for uniform set partitions, cf. [18] and [36, Theorem 4.1.1] that we only state in the theorem for completeness. Part (i) is a consequence of Theorem 6.2 and Part (iii) is proven with more precise asymptotics in Theorem 5.3. We will see there that the $\Theta$ notation in $\operatorname{Var}\left(\mathbf{C}_{n, p}\right)$ hides a bounded function oscillating with $n$. However, the expressions require additional notation that we postpone to keep the theorem concise. A classical question in random graph theory is whether or not the graph contains a (unique) giant component. That is, there exists a single macroscopic connected component (of size $\mathcal{O}(n)$ ) and all other components are of strictly smaller size with high probability. By Theorem 1.1(i), such a giant component always exists for $p>1 / 2$. Since the largest cluster in $\mathbf{C}_{n, 1 / 2}$ is asymptotically of size $\Theta(\log n)$ [36, Eq. (4.5.9)], there is no such component at criticality. Further, Part (i) of the theorem shows that the RCG is connected with high probability if and only if $p>1 / 2$. Hence, the critical threshold for the occurrence of a giant and the critical threshold for connectivity coincide for the RCG and neither behaviour occurs at the critical value $1 / 2$. This is in contrast with the behaviour of the standard ER graph. Here, it is commonly known that a giant occurs for all $p>1 / n$ but connectivity requires $p>\log n / n$ [41]. From the latter, we immediately see that the ER graph is connected for any fixed $p<1 / 2$ while the RCG decomposes in roughly $n / \sqrt{\log n}$ components. This altogether shows the major impact of the conditioning.

Number of edges. The situation is similar for the number of edges in $\mathrm{CG}_{n, p}$. In the standard ER graph, the number of edges is binomially distributed with parameters $\binom{n}{2}$ and $p$, leading to a total of $\Theta\left(n^{2}\right)$ many edges in the graph. From the previous theorem, we immediately infer that for $p>1 / 2$ all edges are present with high probability, leading to the same order. However, for $p \leq 1 / 2$ the number of edges in $\mathrm{CG}_{n, p}$ is drastically reduced, as shown by our next theorem. In summary, for any fixed value of $p$, the ER graph is connected with high probability, and has a quadratic number of edges. Since for $p>1 / 2$ the probabilistic costs for adding an additional edge are smaller than removing an edge, the cheapest way of becoming a cluster graph is then just to add all missing edges for the complete graph. On the other hand, for $p<1 / 2$ it becomes cheaper to remove a lot of edges, which changes the structure drastically. This is in contrast to the ER graph conditioned on being a forest that we mentioned previously. In the sparse regime $p=\lambda / n$ the ER graph is known to form tree-like clusters [41], that are trees with only a few additional edges. Hence, conditioning on being a forest leads to a distribution that is structurally closer to the original ER graph than the conditioning that we consider here [3].

Theorem 1.2 (Number of edges in the RCG). Consider the random cluster graph $\mathbf{C G}_{n, p}$ on $n \in \mathbb{N}$ vertices and $E R$ edge probability $p \in(0,1)$ and its number of edges $\mathbf{M}_{n, p}$.
(i) If $p>1 / 2$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{M}_{n, p}=\binom{n}{2}\right)=1
$$

(ii) If $p=1 / 2$, then $\mathbf{M}_{n, p}$ obeys a central limit theorem, i.e.,

$$
\frac{\mathbf{M}_{n, 1 / 2}-\mathbb{E M}_{n, 1 / 2}}{\sqrt{\operatorname{Var}\left(\mathbf{M}_{n, 1 / 2}\right)}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution as $n \rightarrow \infty$. Moreover,

$$
\mathbb{E} \mathbf{M}_{n, 1 / 2} \sim n \log n \quad \text { and } \quad \operatorname{Var}\left(\mathbf{M}_{n, 1 / 2}\right)=\Theta\left(n \log (n)^{2}\right)
$$

(iii) If $p<1 / 2$, then $\mathbf{M}_{n, p}$ obeys a central limit theorem, i.e.,

$$
\frac{\mathbf{M}_{n, p}-\mathbb{E M}_{n, p}}{\sqrt{\operatorname{Var}\left(\mathbf{M}_{n, p}\right)}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution as $n \rightarrow \infty$. Moreover,

$$
\mathbb{E} \mathbf{M}_{n, p} \sim n \sqrt{\frac{\log n}{2(\log (1-p)-\log p)}} \quad \text { and } \quad \operatorname{Var}\left(\mathbf{M}_{n, p}\right)=\Theta\left(n \log (n)^{3 / 2}\right)
$$

Part (i) of the theorem is essentially the same result as Part (i) of Theorem 1.1. We prove Part (ii) in Theorem 4.6 and Part (iii) in Theorem 5.4, in which we again derive precise asymptotics for expectation and variance. Again, the $\Theta$ notations hide bounded functions oscillating with $n$, expressed in those sections. To the best of our knowledge, the number of intra-cluster pairs of a random uniform set partition has not been studied before. Deriving the limit law of Theorem 1.2 (ii) came with an additional obstacle: whereas most of the results of Theorem 1.1 and 1.2 are obtained by applying Lévy's continuity theorem, this approach is impossible for $\mathbf{M}_{n, 1 / 2}$ as its moment generating function diverges for every positive parameter value. This is a consequence of the phase transition in this model, resulting from the graph structure (see Section 22. To overcome this technical difficulty, we derived the asymptotics of its characteristic function, which required us to perform the saddle point analysis from scratch instead of straight-forwardly applying established techniques such as Hayman admissibility.

Degree distribution. To formulate the results for the degree distributions, we recall that the total variation distance of two random variables $Y$ and $Z$, defined on the same sample space, is defined as $\mathrm{d}_{T V}(Y, Z)=\sup \left|\mathbb{P}_{Y}(E)-\mathbb{P}_{Z}(E)\right|$ where the supremum is taken over all events $E$ and $\mathbb{P}_{Y}$ (resp. $\mathbb{P}_{Z}$ ) denotes the distribution of $Y$ (resp. $Z$ ).

Theorem 1.3 (Degree distribution of the RCG). Consider the random cluster graph $\mathbf{C G}_{n, p}$ on $n \in \mathbb{N}$ vertices and $E R$ edge probability $p \in(0,1)$ and the degree $\mathbf{D}_{n, p}$ of a uniformly chosen vertex.
(i) If $p>1 / 2$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{D}_{n, p}=n-1\right)=1
$$

(ii) If $p=1 / 2$, then for a Poisson random variable $X_{n}$ with parameter $\log n-\log \log n+o(1)$, we have
(a) for all $z \in \mathbb{C}$,

$$
\mathbb{E} z^{\mathbf{D}_{n, 1 / 2}} \sim \mathbb{E} z^{X_{n}} .
$$

That is, the probability generating function of $\mathbf{D}_{n, 1 / 2}$ and the one of $X_{n}$ are asymptotically the same.
(b) Additionally,

$$
\lim _{n \rightarrow \infty} \mathrm{~d}_{T V}\left(\mathbf{D}_{n, 1 / 2}, X_{n}\right)=0
$$

(iii) If $p<1 / 2$, then $\mathbb{E} \mathbf{D}_{n, p}=\Theta(\sqrt{\log n})$. Moreover, for each $\lambda \in[0,1)$ there exists a subsequence $\left(n_{k}\right)_{k \in \mathbb{N}}$ such that

$$
\mathbf{D}_{n_{k}, p}-\left\lfloor\sqrt{\frac{2 \log n_{k}}{\log (1-p)-\log p}}-1-\frac{1}{\log (1-p)-\log p}\right\rfloor \rightarrow X_{\lambda}
$$

in distribution as $k \rightarrow \infty$, where $X_{\lambda}$ is defined by

$$
\begin{equation*}
\mathbb{P}\left(X_{\lambda}=d\right)=\frac{\left(\frac{p}{1-p}\right)^{(d-\lambda)^{2} / 2}}{\sum_{d^{\prime} \in \mathbb{Z}}\left(\frac{p}{1-p}\right)^{\left(d^{\prime}-\lambda\right)^{2} / 2}} \tag{1}
\end{equation*}
$$

for all $d \in \mathbb{Z}$.

The term subtracted from $\mathbf{D}_{n, p}$ in Part (iii) is roughly the expected degree, though $X_{\lambda}$ can have a small but positive mean. Because of the special structure of a random cluster graph, the degree distribution is essentially the size-biased cluster size distribution. This directly transfers to the (uniform) set partition case. To the best of our knowledge, the size-biased cluster size of a uniform set partition has not been studied before. As before, we observe much smaller degrees in the RCG for $p \leq 1 / 2$ as we would in the unconditioned ER graph. More precisely, we observe Poisson distributed degrees with parameter $\Theta(\log n)$ at $p=1 / 2$. That is, there is a strong concentration around the expected cluster size (cf. Theorem 1.1). This concentration becomes even stronger in the subcritical regime, where the variance remains bounded as $n \rightarrow \infty$. The parameter $\lambda$ appearing in Part (iii) is a result of some periodicity in the asymptotics of the subcritical degree distribution. Therefore, in order to formulate a limiting result without periodicity, we have to restrict ourselves to subsequences of $n$. The limiting distribution given in (1) resembles a normal distribution. Indeed, it corresponds to the discrete Gaussian distribution as defined in [23], where it is additionally shown that this distribution can be characterised as the maximum entropy distribution among discrete distributions with specified mean and variance. We prove Part (ii) in Section 4.2 and Part (iii) in Theorem 5.6. An immediate consequence of Theorem 1.3 (ii) is a CLT for the degree distribution at criticality.

Corollary 1.4. The degree distribution at criticality obeys a central limit theorem, i.e. as $n \rightarrow \infty$,

$$
\frac{\mathbf{D}_{n, 1 / 2}-\mathbb{E} \mathbf{D}_{n, 1 / 2}}{\sqrt{\operatorname{Var}\left(\mathbf{D}_{n, 1 / 2}\right)}} \longrightarrow \mathcal{N}(0,1), \quad \text { in distribution. }
$$

The near-critical regime. The results of this paragraph concern the near-critical regime above $p=$ $1 / 2$. It is easy to see (cf. Section 2) that the function $p \mapsto \mathbb{P}\left(\mathbf{C}_{n, p}=1\right)$ is strictly increasing and continuous for each $n$. As a result, for each $q \in(0,1)$, there exists a corresponding edge probability $p_{n}(q)$ such that $\mathbb{P}\left(\mathbf{C}_{n, p_{n}(q)}=1\right)=q$. Our next result quantifies the asymptotics of such a critical sequence.

Theorem 1.5 (Near-critical regime). Consider $\mathbf{C G}_{n, p}$. Let $q \in(0,1)$ and $p_{n}(q)$ be a sequence satisfying $\mathbb{P}\left(\mathbf{C}_{n, p_{n}(q)}=1\right)=q$. Then

$$
p_{n}(q)=\frac{1}{2}+\frac{\log n}{2 n}+\mathcal{O}\left(\frac{\log \log n}{n}\right) .
$$

We give the proof of Theorem 1.5 in Section 7 by proving asymptotic upper- and lower bounds with the same asymptotics in Theorem 7.1 and Theorem 7.2. Figure 2]shows the phase transition, together with the critical sequence and the aforementioned bounds for $n \in[100,500]$. Further note that the value $q$ does not appear in the main asymptotics of $p_{n}(q)$. Hence, the dependence on $q$ will only appear in lower-order terms, which shows that this critical window is quite narrow.


Figure 2: We plot the critical sequence $p_{n}(1 / 2)$ together with the upper and lower bounds from Lemmas 7.1 and 7.2 The background's colour is based on $\mathbb{P}\left(\mathbf{C}_{n, p}=1\right)$, underlining the narrowness of the critical window.

The sparse regime. We close this section with results about the sparse regime. Classically, a graph is called sparse if the number of vertices and edges are of the same order of magnitude. For the standard ER graph this is the case for $p \sim \lambda / n$, which is arguably the most studied regime. Theorem 1.2 already shows that for fixed $p \leq 1 / 2$ the number of edges in $\mathbf{C G}_{n, p}$ is of much smaller order than in the standard case. The following theorem shows that this is no longer true in the sparse regime, where (in expectation) a linear proportion of edges exists in the graph, albeit with much smaller constant. More precisely, we show that for $\mathrm{CG}_{n, \lambda / n}$, only a vanishing fraction of vertices has a degree higher than one, so that it almost exclusively consists of isolated vertices and isolated edges. Intuitively, adding an additional edge connecting two isolated vertices comes at the probabilistic costs of $n^{-1}$. If an additional edge however joined a non-isolated vertex, this would require the addition of at least one more edge to form a clique, leading to a total cost of at least $n^{-2}$. Hence, to reduce the costs either no edges or edges between isolated vertices are formed.

Theorem 1.6 (Degrees in the sparse regime). Let $\lambda>0$ and consider $\mathrm{CG}_{n, p_{n}}$ and its degrees $\mathrm{D}_{n, p_{n}}$ where the underlying edge probability is given by a sequence satisfying $p_{n} \sim \lambda / n$. Then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{D}_{n, p_{n}}=0\right)=\frac{\sqrt{4 \lambda+1}-1}{2 \lambda}, \quad \lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{D}_{n, p_{n}}=1\right)=1-\frac{\sqrt{4 \lambda+1}-1}{2 \lambda}
$$

In particular, for $p_{n} \sim 1 / n$ we have $\mathbb{P}\left(\mathbf{D}_{n}=0\right) \rightarrow \rho^{-1}$, where $\rho=\frac{\sqrt{5}+1}{2}$ is the golden ratio.

Figure 3 shows the distribution of $\mathbf{S}_{n, 1 / n}$ for $n \in\{3,30\}$. Even for these small $n$, the convergence $\mathbb{P}\left(\mathbf{S}_{n, 1 / n}=1\right) \rightarrow \rho^{-1}$ is already evident in the plots. Let us give a more intuitive explanation for the appearance of the golden ratio. We observe from our proof in Section 8 for $p_{n} \sim n^{-1}$,

$$
1+o(1)=\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=1\right)+\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=2\right)=\frac{B_{n-1}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}+\frac{n-1}{n}(1+o(1)) \frac{B_{n-2}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}
$$




Figure 3: For $n \in\{3,30\}$, we show the distribution of $\mathbf{S}_{n, 1 / n}$ to demonstrate the convergence proven in Theorem 1.6 $\rho=\frac{1+\sqrt{5}}{2}$ is the golden ratio.
where $B_{n}(w)$ are generalised Bell-numbers introduced in Section 2.3. After multiplying with $B_{n}\left(e^{t_{n}}\right)$, we infer

$$
B_{n}\left(e^{t_{n}}\right) \sim B_{n-1}\left(e^{t_{n}}\right)+B_{n-2}\left(e^{t_{n}}\right)
$$

in which we recognise the recurrence relation of the Fibonacci sequence.
We finally consider more general ' $p=o(1)$ '-regimes. We have seen in Theorem 1.3 that for fixed $p<1 / 2$ the degrees strongly concentrate around their expectations. This raises the question whether it is possible to only observe clusters (resp. degrees) of a given size when choosing an appropriate $p=o(1)$. Since still $p \rightarrow 0$ in this situation, we also refer to this as a sparse regime. Our last theorem of this sections states the requirements for such sequences. Both, Theorem 1.6 and the following Theorem 1.7 are proven in Section 8 .

Theorem 1.7 (Fixed degrees in sparse regimes). Define for any $d \in \mathbb{N} \cup\{0\}$ the sequence

$$
p_{n}=n^{-\frac{2}{(d+1)^{2}}+o(1)},
$$

and consider the $R C G \mathrm{CG}_{n, p_{n}}$ and its degrees $\mathbf{D}_{n, p_{n}}$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{D}_{n}=d\right)=1
$$

Furthermore, for any $d^{\prime} \neq d$,

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{D}_{n}=d^{\prime}\right)=n^{-\left(\frac{d^{\prime}-d}{d+1}\right)^{2}+o(1)} \tag{2}
\end{equation*}
$$

Let us further compare the 'sparse cluster graph' with the standard sparse Erdős-Rényi graph. For $p_{n}=n^{-2 /(d+1)^{2}}$ and $d>1$, the expected degree of an Erdős-Rényi graph grows to infinity, while it converges to $d$ in $\mathrm{CG}_{n, p_{n}}$ by Theorem 1.7 showing that the conditioning reduces the number of edges by an order of magnitude when $n \cdot p_{n} \rightarrow \infty$.
For $p_{n}=\lambda n^{-1}$, the degree distribution of an Erdős-Rényi graph converges to a Poisson distribution with parameter $\lambda$ while it converges to a Bernoulli distribution by Theorem 1.6. In particular, the expected degree in $\mathbf{C G}_{n, p_{n}}$ converges to $\mathbb{P}\left(\mathbf{D}_{n, p_{n}}=1\right)<1$ for any fixed value of $\lambda$. Thus, the number of edges is of the same order as in an Erdős-Rényi graph, but the expected degree is smaller.
Let us additionally consider $p_{n}=2 \lambda n^{-2}$. Here, the number of edges in an Erdős-Rényi graph converges in probability to a Poisson distribution with parameter $\lambda$. Moreover, the expected number of
wedges (connected subgraphs of size three that contain two edges) is given by $3\binom{n}{3} p_{n}^{2}\left(1-p_{n}\right)=$ $\mathcal{O}\left(n^{-1}\right)$. Hence, the probability of the graph having any wedge vanishes for large $n$. However, a graph that does not contain any wedge is a cluster graph. Thus, for $p_{n}=\Theta\left(n^{-2}\right)$, also the classical Erdős-Rényi graph is a cluster graph with high probability. Hence, for this choice of $p_{n}$ or even faster decreasing sequences. the effect of the conditioning becomes insignificant.
Finally, let us consider the case when $p_{n}=n^{-\alpha}$ for $\alpha<1$ being small. Because the decay of $p_{n}$ is much slower than linear, one may expect $\mathbf{C G}_{n, p_{n}}$ to be similar to the constant $p<1 / 2$ case. Let us consider for illustration $p_{n} \sim n^{-2 /(d+1)^{2}}$. Then $\log \left(1-p_{n} / p_{n}\right)=2 \log (n) /(d+1)^{2}+\mathcal{O}\left(p_{n}\right)$. Treating this expression as being constant and substituting this into expression in Theorem 1.3 (iii) yields $\mathbb{E}\left[\mathbf{D}_{n, p_{n}}\right] \approx d$, which coincides with Theorem 1.7 . Here, to derive this approximation, we applied results of Theorem 5.6 and Theorem 3.6.

### 1.2 Application to community detection

Community detection [15] is the task of partitioning the nodes of a network into communities, which are sets of vertices that are better connected with each other than with the remainder of the network. One of the most popular approaches to community detection is to optimise a quantity known as modularity over the set of partitions [28]. Modularity measures the excess of edges inside the communities compared to the expected number of edges under a null model. A null model is a random graph model without community structure. The most widely used null models are the Chung-Lu (CL) and the Erdős-Rényi (ER) random graph model. Modularity comes with a resolution parameter that controls the granularity of the obtained clustering [35, 39]. Let us denote the graph, whose communities are to be detected, by $G$ and let us represent a partition into communities by a cluster graph $G_{C} \in \mathcal{C G}_{n}$ on the same vertex set. ER-modularity of the partition $G_{C} \in \mathcal{C G}_{n}$ for the resolution parameter $\gamma$ is given by

$$
\operatorname{ERM}\left(G_{C} ; G, \gamma\right)=\frac{1}{m(G)}\left(m\left(G \cap G_{C}\right)-\gamma \cdot m\left(G_{C}\right)\right)
$$

where $m(G)$ denotes the number of edges in $G, m\left(G_{C}\right)$ denotes the number of edges in $G_{C}$ (the number of intra-community pairs), and the number of intra-community edges is denoted by $m\left(G \cap G_{C}\right)$ (the intersection between the edge sets of $G$ and $G_{C}$ ). ERM increases when either two sets of nodes with edge density higher than $\gamma$ between them are merged, or when two sets of nodes with edge density lower than $\gamma$ between them are seperated. For a particular value of this resolution parameter (corresponding to $\gamma\left(p_{\text {in }}, p_{\text {out }}, 1 / 2\right)$ in (3), maximising ER-modularity is equivalent to maximising the likelihood for a Planted Partition Model (PPM) random graph [27]. Here, likelihood refers to the probability that the model with given parameters yields the observed graph. However, this equivalence only provides an interpretation of ER-modularity for one particular value of the resolution parameter. In this section, we show that maximising ER-modularity for any resolution parameter is equivalent to maximising the Bayesian posterior probability of a PPM for a prior distribution corresponding to $\mathrm{CG}_{n, p}$ for some value $p$. Importantly, we do not consider detecting communities in cluster graphs (which would be extremely trivial), but instead, we use the distribution over cluster graphs as a prior for the community structure. The network that we detect communities in can be any undirected simple graph.

Planted Partition Model. The Planted Partition Model (PPM) is the simplest random graph model with community structure [21]. In the original model, two vertices are independently connected with probability $p_{\text {in }}$ if they belong to the same community and with probability $p_{\text {out }}$ if they belong to different communities.

Theorem 1.8. For a Planted Partition Model with parameters $p_{i n}, p_{\text {out }} \in(0,1)$ and a community partition drawn from $\mathrm{CG}_{n, p}$, maximising the Bayesian posterior probability is equivalent to maximising $E R$-modularity with resolution parameter

$$
\begin{equation*}
\gamma\left(p_{\text {in }}, p_{\text {out }}, p\right)=\frac{\log \left(\frac{1-p_{\text {out }}}{1-p_{\text {in }}} \frac{1-p}{p}\right)}{\log \left(\frac{p_{\text {in }}\left(1-p_{\text {out }}\right)}{p_{\text {out }}\left(1-p_{\text {in }}\right)}\right)} . \tag{3}
\end{equation*}
$$

Proof. Consider a graph $G$ with $m(G)$ edges and a cluster graph $G_{C}$ with $m\left(G_{C}\right)$ edges. Let $m(G \cap$ $G_{C}$ ) be the number of edges that are shared by $G$ and $G_{C}$ (the intersection of their edges sets). We assume the parameters $p_{\text {in }}, p_{\text {out }}$ to be known. By [19], the likelihood of a partition $G_{C}$ after observing a graph $G$ is given
$\operatorname{Likelihood}\left(G_{C} ; G\right)=p_{\text {in }}^{m\left(G \cap G_{C}\right)}\left(1-p_{\text {in }}\right)^{m\left(G_{C}\right)-m\left(G \cap G_{C}\right)} p_{\text {out }}^{m_{G}-m\left(G \cap G_{C}\right)}\left(1-p_{\text {out }}\right)^{\binom{n}{2}-m\left(G_{C}\right)-m_{G}+m\left(G \cap G_{C}\right)}$.
The prior probability of a cluster graph $G_{C}$ is

$$
\operatorname{Prior}\left(G_{C}\right)=\frac{\left(\frac{p}{1-p}\right)^{m\left(G_{C}\right)}}{B_{n}(p / 1-p)}
$$

where $B_{n}(p / 1-p)$ is a normalising constant that does not depend on $G_{C}$ and is introduced in Section 2 and the Bayesian posterior probability is

$$
\operatorname{BayesPosterior}\left(G_{C} ; G\right)=\operatorname{Likelihood}\left(G_{C} ; G\right) \cdot \operatorname{Prior}\left(G_{C}\right)
$$

Since we can ommit all factors independent of $G_{C}$ when maximising BayesPosterior $\left(G_{C} ; G\right)$ over the set of cluster graphs $G_{C}$ for fixed $G$, we infer

$$
\text { BayesPosterior }\left(G_{C} ; G\right) \propto\left(\frac{p_{\text {in }}}{1-p_{\text {in }}} \frac{1-p_{\text {out }}}{p_{\text {out }}}\right)^{m\left(G \cap G_{C}\right)}\left(\frac{1-p_{\text {in }}}{1-p_{\text {out }}} \frac{p}{1-p}\right) \cdot \cdot^{m\left(G_{C}\right)}
$$

To show the equivalence to maximising ER-modularity, we take the log of the right-hand-side and divide it by the constant (w.r.t. $\left.G_{C}\right) m_{G} \log \left(\frac{p_{\text {in }}}{1-p_{\text {in }}} \frac{1-p_{\text {out }}}{p_{\text {out }}}\right)$ to obtain

$$
\begin{aligned}
\frac{1}{m_{G}} & \left(m\left(G \cap G_{C}\right)+\left(\frac{t+\log \frac{1-p_{\text {in }}}{1-p_{\text {out }}}}{\log \frac{p_{\text {ou }}(1-\text { oput })}{p_{\text {out }}\left(1-p_{n}\right)}}\right) \cdot m\left(G_{C}\right)\right) \\
& =\frac{1}{m_{G}}\left(m\left(G \cap G_{C}\right)-\left(\frac{\log \frac{1-p_{\text {out }}}{1-p_{\text {in }}} \frac{1-p}{p}}{\log \frac{p_{\text {p }}\left(1-p_{\text {out }}\right)}{p_{\text {out }}\left(1-p_{\text {in }}\right)}}\right) \cdot m\left(G_{C}\right)\right)=\operatorname{ERM}\left(G_{C} ; G, \gamma\right)
\end{aligned}
$$

Thus, when maximising ER-modularity, one is implicitly assuming a prior distribution over the partitions into communities. In order to understand the resolution parameter value's impact on the obtained communities, we investigate the prior distribution. One nice property of this prior distribution is that it belongs to the exponential family of probability distributions, so that it maximises entropy among the partition distributions with expected number of edges (in the cluster graph) equal to $\mathbb{E}\left[\mathbf{M}_{n, p}\right]$. In a way, assuming this prior distribution is thus equivalent to imposing the soft constraint that the expected number of intra-community pairs must be equal to some value. This motivates studying
$\mathbb{E}\left[\mathbf{M}_{n, p}\right]$. In addition, it suggests that this community detection method should work well for values of $p$ for which $\mathbb{E}\left[\mathbf{M}_{n, p}\right]$ is close to the number of edges in the cluster graph corresponding to the planted communities.

The choice $p=1 / 2$ is equivalent to assuming a uniform prior, so that the method is equivalent to likelihood maximisation. It is known that maximising this likelihood is biased towards detecting communities of sizes roughly $\log n$ [43], which indeed corresponds to the typical clique size in $\mathrm{CG}_{n, 1 / 2}$, cf. Theorem 1.3 (ii). Therefore, whenever the communities are of sizes close to $\log n$, the choice $p=\frac{1}{2}$ will probably lead to detecting communities of the desired granularity.
In the above, we assume that the parameters $p_{\text {in }}, p_{\text {out }}$ are known, which is common in the theoretical analysis of such community detection methods [27, 34]. The estimation of these parameters is beyond the scope of this article.

Detecting small communities. However, if the communities are of significantly smaller size than $\log n$, then $p<1 / 2$ will be a good choice to detect communities of the desired granularity. As indicated by Theorem 1.6, if the number of communities grows linearly with $n$, we will choose $p_{n}=n^{-2 / s^{2}+o(1)}$, where $s$ is the size of a typical community. We illustrate how this choice of parameters helps to overcome the resolution limit of modularity maximisation for small communities.

Consider the ring of cliques network that is often used to illustrate the resolution limit of modularity maximisation [15]. This network consists of $k$ cliques of size $s$ each, arranged in a ring, with a single edge connecting the $i$-th clique to the $i+1$-th clique (modulo $k$ ). In this example, we let $k \rightarrow \infty$ for $s$ constant. It is natural to consider each clique as a community in this network. However, it can be shown that for sufficiently large $k$, maximising PPM likelihood (or equivalently, maximising ERM with resolution $\gamma\left(p_{\text {in }}, p_{\text {out }}, 1 / 2\right)$ ) results in communities consisting of pairs of neighbouring cliques. Note that the density between two neighbouring cliques is $s^{-2}$ as there is only one edge among the $s^{2}$ vertex-pairs. Therefore, if $\gamma<s^{-2}$, then ERM increases by (wrongly) merging two neighbouring cliques. In this example, it is natural to consider

$$
p_{\mathrm{out}}=\frac{k}{\binom{k}{2} s^{2}}=\frac{2}{(k-1) s^{2}}
$$

(corresponding to the true edge density between the communities) and $p_{\text {in }}=1-\varepsilon$ for some arbitrarily small $\varepsilon>0$ (because $\gamma\left(p_{\text {in }}, p_{\text {out }}, p\right)$ is only defined for $p_{\text {in }}<1$ ). It can be shown for these $p_{\text {in }}, p_{\text {out }}$ that the resolution parameter $\gamma\left(p_{\text {in }}, p_{\text {out }}, 1 / 2\right)$ yields asymptotically

$$
\gamma\left(p_{\text {in }}, p_{\text {out }}, 1 / 2\right)=\frac{-\log \varepsilon+\mathcal{O}\left(k^{-1}\right)}{\log k+\mathcal{O}(1)} \sim \frac{-\log \varepsilon}{\log k} \rightarrow 0<\frac{1}{s^{2}}
$$

Hence, for sufficiently large $k$, the communities detected by maximising ER-modularity with resolution $\gamma\left(p_{\text {in }}, p_{\text {out }}, 1 / 2\right)$ consist of pairs of neighbouring cliques. In contrast, the resolution parameter $\gamma\left(p_{\text {in }}, p_{\text {out }}, p_{k}\right)$ for $p_{k}=(k \cdot s)^{-2 / s^{2}+o(1)}$, as suggested by Theorem 1.6, fulfills

$$
\gamma\left(p_{\text {in }}, p_{\text {out }}, p_{k}\right)=\frac{\mathcal{O}(1)-\left(-2 s^{-2}+o(1)\right) \log k}{\log k+\mathcal{O}(1)} \rightarrow \frac{2}{s^{2}}>\frac{1}{s^{2}}
$$

Therefore, this resolution parameter choice is able to correctly separate the cliques in this ring of cliques network.
Note that the factor $n^{-2 / s^{2}}$ from Theorem 1.6 vanishes extremely slowly. To illustrate, $s=10$ and $n=10^{50}$ results in $n^{-2 / s^{2}}=0.1$. Hence, the $n^{o(1)}$ factor in $p_{n}=n^{-2 / s^{2}+o(1)}$ is crucial for finite $n$. Therefore, to find the $p$ for which $\mathbb{E}\left[\mathbf{M}_{n, p}\right]$ is equal to some value, it may be more useful to invert the asymptotics given in Theorem 1.2 (iii).


Figure 4: We generate 20 PPMs with $n=1000$ vertices divided into 5 communities of size 200 each. The parameters $p_{\text {in }}$ and $p_{\text {out }}$ are chosen such that each vertex has (in expectation) 10 neighbors inside its community and 10 neighbors outside its community. We detect communities by maximizing ERM with resolution parameter $\gamma\left(p_{\text {in }}, p_{\text {out }}, p\right)$ as given in 33, for various values of $p$. Figure 4a, shows the number of edges in the detected cluster graph, while Figure 4b shows the correlation coefficient [16] between the detected and true partitions, which is a measure of similarity between these partitions.

Detecting large communities. In many practical applications, the community sizes are typically larger than $\log n$. For example, if the number of communities remains bounded as $n \rightarrow \infty$, then the number of edges in the cluster graph is $\Theta\left(n^{2}\right)$. The sharp phase transition that we describe in Theorem 1.5 suggests the choice $p_{n}=\frac{1}{2}+\frac{\log n}{2 n}+\mathcal{O}\left(\frac{\log \log n}{n}\right)$ for this setting. In the next experiment, we demonstrate that this choice of $p_{n}$ leads to significantly better community-detection performance than $p=\frac{1}{2}$, despite the fact that they only differ by a vanishingly small term.
In this experiment, we assess the performance of maximisation ERM with resolution parameter $\gamma\left(p_{\text {in }}, p_{\text {out }}, p\right)$ as given in (3), for different values of $p$. The graphs on which we test these detection methods are generated from a PPM where the planted partition consists of five communities of 200 vertices each. We choose the PPM parameters so that every vertex has in expectation 10 neighbours inside its community and 10 neighbours outside its community. We maximise ERM using the Louvain algorithm [8], a greedy algorithm to find a local maximum of ERM. We generate 20 PPM graphs and run the Louvain algorithm on each of them for several values of $p$ in the range $[0.5,0.51]$. In particular, we focus on the critical window between our asymptotical lower bound $p_{1000}^{L}$ and our asymptotical upper bound $p_{1000}^{U}$ for the critical value, as given in (47). In Figure 4, we assess the average performances of ERM maximisation on this PPM model for different values of $p$. Figure 4a shows the number of edges in the detected community partition. We see that this (average) number of edges increases with $p$. For $p \in\left[0.5, p_{1000}^{L}\right]$, this leads to a partition that is more fine-grained than the planted partition, while $p>p_{1000}^{U}$ leads to a partition that is too coarse-grained. In Figure 4b, we assess the performance of the detection method by measuring the similarity between the detected and the planted partitions. We quantify their similarity by the correlation coefficient between these partitions [16]. The values shown are averaged over the 20 different graphs. We see again see that the best performance is found for $p$ inside the critical window. These results demonstrate that whenever communities are larger than $\log n$, the resolution parameter $\gamma\left(p_{\text {in }}, p_{\text {out }}, p_{n}\right)$ for $p_{n}=\frac{1}{2}+\frac{\log n}{2 n}+\mathcal{O}\left(\frac{\log \log n}{n}\right)$ may lead to significantly better performance than the resolution parameter $\gamma\left(p_{\text {in }}, p_{\text {out }}, \frac{1}{2}\right)$, despite the fact that these resolution parameter values are extremely close to each other.

Other Bayesian approaches. In the previous paragraphs, we took an existing community detection heuristic and interpreted it in terms of Bayesian statistics. In other works [31], a more general Bayesian framework for detecting stochastic block models has been developed using a different prior distribution over the set of partitions. However, the disadvantage of such (more sophisticated) Bayesian approaches, is that the maximisation of the corresponding Bayesian posterior is challenging and one has to resort to Markov Chain Monte Carlo methods to find near-optimal partitions [30, 32]. The advantage of modularity is that the function that is to be optimised is quite simple and wellstudied [26, 8, 40]. There even exist exact optimisation algorithms [1]. Another disadvantage of the more advanced Bayesian approaches is that they do not allow for the type of theoretical analysis that we perform in this work, and that the only feasible way of studying them is through experiments and simulations. However, we emphasise that the aim of this paper is not to advocate for modularity maximisation, but to better understand it.

Degree-Corrected PPM and CL-modularity. For the most popular form of modularity, CL-modularity, there is a similar equivalence [27] to the Degree-Corrected Planted Partition Model (DCPPM). However, a major caveat of this equivalence is that it only holds whenever each community has the same total degree in expectation [29], which is a strong assumption that rarely holds in practice. If we computed the Bayesian posterior probability for a DCPPM using the prior distribution that we study here, we would not infer a function that is equivalent to CL-modularity. Instead, we would infer equivalence with some linear combination of ER- and CL-modularity. For further information, we refer the reader to [27, 29].

## 2 Exact expressions for the statistics of random cluster graphs

We obtained the results listed in Section 1.1 by applying techniques from analytic combinatorics [13], which is an approach based on generating function manipulations. This section gives a brief overview of this field, derives exact expressions for various statistics of random cluster graphs, and presents techniques to extract limit laws from generating functions.

### 2.1 Generating functions

We consider graphs with labelled vertices and unlabelled undirected edges, where loops and multiple edges are forbidden. The numbers of vertices and edges of a graph $G$ are denoted by $n(G)$ and $m(G)$. Consider a graph family $\mathcal{A}$, with $A_{n, m}$ denoting the number of graphs with $n$ vertices and $m$ edges. We associate to $\mathcal{A}$ the generating function

$$
A(w, z)=\sum_{G \in \mathcal{A}} w^{m(G)} \frac{z^{n(G)}}{n(G)!}=\sum_{n, m \geq 0} A_{n, m} w^{m} \frac{z^{n}}{n!}
$$

Thus, the number of graphs with $n$ vertices and $m$ edges in $\mathcal{A}$ is obtained by extracting the coefficient $w^{m} z^{n}$ and multiplying by $n!$, which is denoted by

$$
A_{n, m}=n!\left[w^{m} z^{n}\right] A(w, z)
$$

For example, the generating function of nonempty cliques (complete graphs) is

$$
C(w, z)=\sum_{n \geq 1} w^{\binom{n}{2}} \frac{z^{n}}{n!}
$$

### 2.2 Symbolic method

The symbolic method is a dictionary that translates operations on combinatorial families into analytic operations on their generating functions. It is exposed in detail in [6, 13]. We provide a brief overview in this section.

Disjoint union. Consider two disjoint graph families $\mathcal{A}$ and $\mathcal{B}$, with generating functions $A(w, z)$ and $B(w, z)$. Then the disjoint union $\mathcal{D}=\mathcal{A} \uplus \mathcal{B}$ has generating function

$$
D(w, z)=\sum_{G \in \mathcal{A} \uplus \mathcal{B}} w^{m(G)} \frac{z^{n(G)}}{n(G)!}=A(w, z)+B(w, z)
$$

That is, the disjoint union $\uplus$ of families translates into the sum of their generating functions.

Relabeled product. Given $\mathcal{A}$ and $\mathcal{B}$ as before, consider the family $\mathcal{D}$ of all pairs $\left(G_{A}^{\prime}, G_{B}^{\prime}\right)$ obtained by

- taking graphs $G_{A}$ and $G_{B}$ respectively in $\mathcal{A}$ and $\mathcal{B}$,

■ choosing an arbitrary subset $S_{A}$ of $\left\{1, \ldots, n\left(G_{A}\right)+n\left(G_{B}\right)\right\}$ and its complement $S_{B}$,

- constructing a graph $G_{A}^{\prime}\left(\right.$ resp. $\left.G_{B}^{\prime}\right)$ from $G_{A}$ (resp. $G_{B}$ ) by replacing the labels of the vertices with $S_{A}\left(\right.$ resp. $\left.S_{B}\right)$ while keeping their respective order.

This construction is called a relabeled product and it ensures that no two vertices in $\left(G_{A}^{\prime}, G_{B}^{\prime}\right)$ share the same label. Observe that each couple $\left(G_{A}, G_{B}\right)$ corresponds to exactly $\binom{n\left(G_{A}\right)+n\left(G_{B}\right)}{n\left(G_{A}\right)}$ couples $\left(G_{A}^{\prime}, G_{B}^{\prime}\right)$ (number of ways to choose the labels $S_{A}$ ), so that the generating function of $\mathcal{D}$ reads

$$
\begin{aligned}
D(w, z) & =\sum_{\substack{G_{A} \in \mathcal{A} \\
G_{B} \in \mathcal{B}}}\binom{n\left(G_{A}\right)+n\left(G_{B}\right)}{n\left(G_{A}\right)} w^{m\left(G_{A}\right)+m\left(G_{B}\right)} \frac{z^{n\left(G_{A}\right)+n\left(G_{B}\right)}}{\left(n\left(G_{A}\right)+n\left(G_{B}\right)\right)!} \\
& =\sum_{\substack{G_{A} \in \mathcal{A} \\
G_{B} \in \mathcal{B}}} w^{m\left(G_{A}\right)} w^{m\left(G_{B}\right)} \frac{z^{n\left(G_{A}\right)}}{n\left(G_{A}\right)!} \frac{z^{n\left(G_{B}\right)}}{n\left(G_{B}\right)!} \\
& =A(w, z) B(w, z) .
\end{aligned}
$$

Thus, the relabeled product of combinatorial families corresponds to the product of their generating functions.

Sequence of length $k$. The previous operation extends to sequences of length $k$. Let $\mathcal{D}$ denote the family of sequences of $k$ graphs from $\mathcal{A}$, relabeled as previously. Then by induction on $k$,

$$
D(w, z)=A(w, z)^{k}
$$

Set of size $k$. Consider the family $\mathcal{D}$ obtained by taking an (unordered) set of $k$ relabeled graphs from $\mathcal{A}$. Each such set corresponds to exactly $k$ ! sequences of length $k$, so

$$
k!D(w, z)=A(w, z)^{k} \quad \text { and } \quad D(w, z)=\frac{A(w, z)^{k}}{k!}
$$

Set of arbitrary size. Assume $\mathcal{A}$ does not contain the empty graph (whose generating function is $w^{0} \frac{z^{0}}{0!}=1$ ), so $A(w, 0)=0$ and let us define $\mathcal{D}$ as the family of all finite subsets of relabeled graphs from $\mathcal{A}$. Then $\mathcal{D}$ is the disjoint union of the sets of size $k$ from $\mathcal{A}$, for all $k$. Hence,

$$
D(w, z)=\sum_{k \geq 0} \frac{A(w, z)^{k}}{k!}=e^{A(w, z)}
$$

where the exponential is considered as a formal power series (we do not assume that the series has a non-zero radius of convergence).

Pointing. Consider the family $\mathcal{D}$ obtained from $\mathcal{A}$ by distinguishing a vertex in all possible ways in each graph. Each graph $G$ from $\mathcal{A}$ has then $n(G)$ copies in $\mathcal{D}$ (each with a different distinguished vertex), so

$$
D(w, z)=\sum_{G \in \mathcal{A}} n(G) w^{m(G)} \frac{z^{n(G)}}{n(G)!}=z \partial_{z} A(w, z)
$$

where $\partial_{z}$ denotes the derivative w.r.t. $z$.
By definition a cluster graph is a graph where each connected component is a clique. We denote the family of cliques by $\mathcal{C}$, and we denote the family of cluster graphs by $\mathcal{C G}$. Applying the symbolic method, we deduce the following elementary lemma.

Lemma 2.1. Let $c(G)$ denote the number of components in the cluster graph $G$, and define

$$
C G(w, z, u)=\sum_{G \in \mathcal{C G}} u^{c(G)} w^{m(G)} \frac{z^{n(G)}}{n(G)!},
$$

then

$$
C G(w, z, u)=e^{u C(w, z)}
$$

where

$$
C(w, z)=\sum_{n \geq 1} w^{\binom{n}{2}} \frac{z^{n}}{n!},
$$

is the generating function of non-empty cliques.
Proof. A cluster graph is a set of cliques, with relabeled vertices. The generating function of cliques is

$$
C(w, z)=\sum_{G \in \mathcal{C}} w^{m(G)} \frac{z^{n(G)}}{n(G)!}=\sum_{n \geq 1} w^{\binom{n}{2}} \frac{z^{n}}{n!}
$$

The result is obtained by marking each clique with the variable $u$, noticing that $C(w, z, u)=u C(w, z)$ and applying the set construction from the symbolic method (see "set of arbitrary size").

For any nonnegative integer $r$, we define $C_{r}(w, z)$ as the generating function that results from applying $r$ times the pointing operation to $\mathcal{C}$. That is,

$$
C_{r}(w, z)=\left(z \partial_{z}\right)^{r} C(w, z)=\sum_{n \geq 1} n^{r} w^{\binom{n}{2}} \frac{z^{n}}{n!}
$$

This allows us to construct the following generating function:

Lemma 2.2. Consider the family $\mathcal{C} \mathcal{G}^{\star}$ of cluster graphs $G$ with a distinguished vertex, which's degree is denoted by $d(G)$, and define its generating function by

$$
C G^{\star}(w, z, u)=\sum_{G \in \mathcal{C} \mathcal{G}^{\star}} u^{d(G)} w^{m(G)} \frac{z^{n(G)}}{n(G)!},
$$

then

$$
C G^{\star}(w, z, u)=\frac{1}{u} C_{1}(w, u z) e^{C(w, z)}
$$

Proof. Using the pointing operation from the symbolic method, the generating function of cliques with one distinguished vertex is

$$
z \partial_{z} C(w, z)=C_{1}(w, z)
$$

A cluster graph with a distinguished vertex has a unique decomposition as the relabelled product of a clique with a distinguished vertex and a cluster graph containing the other cliques. If we add a vertex $u$ to mark the degree of the marked vertex, which is equal to the number of edges of the clique containing it minus 1 , we obtain $\frac{C_{1}(w, u z)}{u}$. The result of the lemma follows from the symbolic method (see "relabelled product").

The last two lemmas provide a description of the parameters of interest (number of cliques, degree of a random vertex) that would be suitable if we were considering random cluster graphs with a given number of vertices and edges. The next subsection builds a bridge for the analysis of random ErdősRényi graphs conditioned to be cluster graphs.

### 2.3 Generating functions for random cluster graphs

The probability generating function $\operatorname{PGF}_{X}(u)$ of a random variable $X$ taking non-negative integer values is defined as

$$
\operatorname{PGF}_{X}(u)=\mathbb{E}\left[u^{X}\right]=\sum_{k \geq 0} \mathbb{P}(X=k) u^{k}
$$

In this section, we will derive the probability generating functions of the number of cliques $\mathbf{C}_{n, p}$, the number of edges $\mathbf{M}_{n, p}$ and the degree of a uniformly chosen vertex $\mathbf{D}_{n, p}$ of a random cluster graph $\mathrm{CG}_{n, p}$. First, we will use the methods from Section 2.2 to derive the probability mass function of $\mathrm{CG}_{n, p}$. We denote by $\mathcal{C \mathcal { G }}$ the family of cluster graphs and by $\mathcal{C} \mathcal{G}_{n}$ the set of cluster graphs of size $n$. In order to derive the desired probability generating functions, we rely crucially on the $n$-th coefficient of the generating function $e^{C(w, z)}$. We define the function

$$
\begin{equation*}
B_{n}(w)=n!\left[z^{n}\right] e^{C(w, z)}, \tag{4}
\end{equation*}
$$

which will play the role of a normalising factor in the following probability distributions. For $w=1$, the functions reduces to $B_{n}(1)=|\mathcal{C G}|_{n}=B_{n}$, where $B_{n}$ is the $n$-th Bell number. The bell numbers play a crucial role in the analysis of uniform set partitions. In this light, $B_{n}(w)$ can be seen as a generalisation of the Bell numbers.
Lemma 2.3. Let $G \in \mathcal{C G}_{n}$ be a cluster graph of size $n$ and let $\mathbf{C G}_{n, p}$ be an Erdős-Rényi graph on $n$ vertices with connection probability $p$, conditioned on being a cluster graph. Then

$$
\mathbb{P}\left(\mathbf{C G}_{n, p}=G\right)=\frac{\left(\frac{p}{1-p}\right)^{m(G)}}{B_{n}(p /(1-p))},
$$

where the partition function $B_{n}(w)$ is given in (4).
Proof. Let $\mathbf{E R}_{n, p}$ denote a random Erdős-Rényi graph consisting of $n$ vertices with edge probability $p$. Its probability mass function is given by

$$
\mathbb{P}\left(\mathbf{E R}_{n, p}=G\right)=(1-p)^{\binom{n}{2}-m(G)} p^{m(G)}=(1-p)^{\binom{n}{2}} w^{m(G)},
$$

for $w=p /(1-p)$ and a graph $G$. The probability that $\mathbf{E R}_{n, p}$ is a cluster graph is hence given by

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{E R}_{n, p} \in \mathcal{C G}_{n}\right)=(1-p)^{\binom{n}{2}} \sum_{G \in \mathcal{C G}} w^{m(G)} . \tag{5}
\end{equation*}
$$

From Theorem 2.1, we derive

$$
\sum_{G \in \mathcal{C \mathcal { G } _ { n }}} w^{m(G)}=n!\left[z^{n}\right] C G(w, z, 1)=n!e^{C(w, z)}=B_{n}(w),
$$

implying

$$
\mathbb{P}\left(\mathbf{E R}_{n, p} \in \mathcal{C G}_{n}\right)=(1-p)^{\binom{n}{2}} B_{n}(w) .
$$

Since the distribution of $\mathbf{C G}_{n, p}$ is defined as the law of $\mathbf{E R} R_{n, p}$ conditioned on the event $\left\{\mathbf{E R}_{n, p} \in\right.$ $\left.\mathcal{C \mathcal { G } _ { n }}\right\}$, we conclude for $G \in \mathcal{C} \mathcal{G}_{n}$,

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{C G}_{n, p}=G\right)=\frac{w^{m(G)}}{B_{n}(w)} \tag{6}
\end{equation*}
$$

We now combine the last lemma with the Theorems 2.1 and 2.2 to describe the statistics of $\mathbf{C G}_{n, p}$.
Proposition 2.4. Let $\mathrm{M}_{n, p}$ and $\mathrm{C}_{n, p}$ denote the number of edges and number of cliques of a random cluster graph $\mathbf{C G}_{n, p}$, and let $\mathbf{D}_{n, p}$ denote the degree of a uniformly chosen vertex in $\mathbf{C G}_{n, p}$. Recall $B_{n}(w)$ from (4) and set $w=p /(1-p)$. The probability generating functions of these random variables are then

$$
\begin{align*}
\operatorname{PGF}_{\mathbf{M}_{n, p}}(u) & =\frac{B_{n}(u w)}{B_{n}(w)},  \tag{7}\\
\operatorname{PGF}_{\mathbf{C}_{n, p}}(u) & =\frac{\left[z^{n}\right] e^{u C(w, z)}}{\left[z^{n}\right] e^{C(w, z)}},  \tag{8}\\
\operatorname{PGF}_{\mathbf{D}_{n, p}}(u) & =\frac{\left[z^{n}\right] C_{1}(w, u z) e^{C(w, z)}}{u\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}} . \tag{9}
\end{align*}
$$

Proof. For the edges, we use Theorem 2.3 to write

$$
\operatorname{PGF}_{\mathbf{M}_{n, p}}(u)=\mathbb{E}\left[u^{\mathbf{M}_{n, p}}\right]=\sum_{G \in \mathcal{C \mathcal { G } _ { n }}} \mathbb{P}\left(\mathbf{C G}_{n, p}=G\right) u^{m(G)}=\sum_{G \in \mathcal{C G}_{n}} \frac{(u w)^{m(G)}}{B_{n}(w)}=\frac{B_{n}(u w)}{B_{n}(w)} .
$$

Similarly, using Theorem 2.1, we obtain

$$
\operatorname{PGF}_{\mathbf{C}_{n, p}}(u)=\mathbb{E}\left[u^{\mathbf{C}_{n, p}}\right]=\frac{n!\left[z^{n}\right] C G(w, z, u)}{B_{n}(w)}=\frac{\left[z^{n}\right] e^{u C(w, z)}}{\left[z^{n}\right] e^{C(w, z)}} .
$$

Further we deduce from Theorem 2.2

$$
n!\left[z^{n}\right] \frac{1}{u} C_{1}(w, u z) e^{C(w, z)}=\sum_{G \in \mathcal{C} \mathcal{G}_{n}} \sum_{i=1}^{n} w^{m(G)} u^{d_{i}(G)}
$$

where $d_{i}(G)$ denotes the degree of node $i$ in $G$. We use this to write

$$
\operatorname{PGF}_{\mathbf{C}_{n, p}}(u)=\mathbb{E}\left[u^{\mathbf{D}_{n, p}}\right]=\sum_{G \in \mathcal{C G}} \mathbb{P}_{n}\left(\mathbf{C G}_{n, p}=G\right) \sum_{i=1}^{n} \frac{1}{n} u^{d_{i}(G)}=\frac{n!\left[z^{n}\right] \frac{1}{u} C_{1}(w, u z) e^{C(w, z)}}{n B_{n}(w)} .
$$

Finally, note that $C_{1}(w, z) e^{C(w, z)}=z \partial_{z} e^{C(w, z)}$, so that this generating function corresponds to the family of cluster graphs with a distinguished vertex. Therefore, $\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}=n\left[z^{n}\right] e^{C(w, z)}$. We conclude

$$
\frac{n!\left[z^{n}\right] \frac{1}{u} C_{1}(w, u z) e^{C(w, z)}}{n B_{n}(w)}=\frac{n!\left[z^{n}\right] \frac{1}{u} C_{1}(w, u z) e^{C(w, z)}}{n!\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}}=\frac{\left[z^{n}\right] C_{1}(w, u z) e^{C(w, z)}}{u\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}}
$$

as claimed.
Theorem 2.4 provides an exact description of the laws of $\mathbf{C}_{n, p}, \mathbf{M}_{n, p}$, and $\mathbf{D}_{n, p}$ for any fixed number $n$ of vertices and value $p \in[0,1]$. We will use Theorem 2.4 to derive an exact expression for the degree distribution.

Corollary 2.5. The degree $\mathbf{D}_{n, p}$ of a uniformly chosen vertex in $\mathbf{C G}_{n, p}$ has distribution

Proof. The probability mass function is obtained by extracting coefficients from the PGF. We have

$$
\mathbb{P}\left(\mathbf{D}_{n, p}=d\right)=\left[u^{d}\right] \operatorname{PGF}_{\mathbf{D}_{n, p}}(u)=\frac{\left[u^{d} z^{n}\right] \frac{1}{u} C_{1}(w, u z) e^{C(w, z)}}{\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}}=\frac{\left[u^{d+1} z^{n}\right] C_{1}(w, u z) e^{C(w, z)}}{\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}}
$$

We now introduce the variable $x=u z$ to write

$$
\begin{aligned}
{\left[u^{d+1} z^{n}\right] C_{1}(w, u z) e^{C(w, z)} } & =\left[x^{d+1} z^{n-d-1}\right] C_{1}(w, x) e^{C(w, z)}=\left(\left[x^{d+1}\right] C_{1}(w, x)\right) \cdot\left(\left[z^{n-d-1}\right] e^{C(w, z)}\right) \\
& =\frac{(d+1) w^{\binom{d+1}{2}}}{(d+1)!} \cdot \frac{B_{n-d-1}(w)}{(n-d-1)!}
\end{aligned}
$$

For the denominator, we write

$$
\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}=\left[z^{n}\right]\left(z \partial_{z}\right) e^{C(w, z)}=\frac{n B_{n}(w)}{n!}=\frac{B_{n}(w)}{(n-1)!},
$$

yielding the desired expression.
Theorem 2.5 allows us to find a recursion formula for $B_{n}(w)$, which generalises a well-known recursion formula of the Bell numbers (the case $w=1$ ).

Corollary 2.6. The sequence $B_{n}(w)$ satisfies the following recursion formula:

$$
B_{n}(w)=\sum_{s=1}^{n}\binom{n-1}{s-1} w^{\binom{s}{2}} B_{n-s}(w) .
$$

Proof. This follows directly from Theorem 2.5and the law of total probability as

$$
1=\sum_{s=1}^{n} \mathbb{P}\left(\mathbf{D}_{n, p}=s-1\right)=\sum_{s=1}^{n}\binom{n-1}{s-1} w^{\binom{s}{2}} \frac{B_{n-s}(w)}{B_{n}(w)} .
$$

Multiplying both sides by $B_{n}(w)$ gives the desired result.

### 2.4 From probability generating functions to limit laws

The moment generating function of the random variable $X$ can be expressed in terms of its probability generating function as

$$
\mathbb{E}\left(e^{t X}\right)=\operatorname{PGF}_{X}\left(e^{t}\right)
$$

Mean $\mu$ and variance $\sigma^{2}$ are recovered from the probability generating function or the moment generating function by the formulae

$$
\begin{aligned}
\mu & =\operatorname{PGF}_{X}^{\prime}(1)=\partial_{t=0} \mathbb{E}\left(e^{t X}\right), \\
\sigma^{2} & =\operatorname{PGF}_{X}^{\prime \prime}(1)+\operatorname{PGF}_{X}^{\prime}(1)-\operatorname{PGF}_{X}^{\prime}(1)^{2}=\partial_{t=0}^{2} \log \left(\mathbb{E}\left(e^{t X}\right)\right) .
\end{aligned}
$$

To prove Gaussian limit laws, we will apply the following variant of Lévy's continuity theorem.
Theorem 2.7 ([7], Section 30). Consider a sequence of real-valued random variables $X_{n}$ and a realvalued random variable $Y$. If the moment generating function $\mathbb{E}\left(e^{t X_{n}}\right)$ converges pointwise fort in a neighborhood of 0 to $\mathbb{E}\left(e^{t Y}\right)$, then $X_{n}$ converges in law to $Y$.

In particular, the following classic corollary is designed to prove a normal limit law.
Corollary 2.8. Consider a sequence of random variables $X_{n}$ with probability generating functions $\mathrm{PGF}_{X_{n}}(u)$. If there exists $\mu_{n}$ and $\sigma_{n}$ such that, pointwise for $s$ in a neighborhood of 0 ,

$$
\mathrm{PGF}_{X_{n}}\left(e^{s / \sigma_{n}}\right) \underset{n \rightarrow+\infty}{\sim} e^{s \mu_{n} / \sigma_{n}} e^{s^{2} / 2},
$$

then the renormalized random variable $X_{n}^{\star}=\frac{X_{n}-\mu_{n}}{\sigma_{n}}$ converges to the standard normal distribution.
Proof. The moment generating function of $X_{n}^{\star}$ is

$$
\mathbb{E}\left(e^{s X_{n}^{\star}}\right)=\mathbb{E}\left(e^{s X_{n} / \sigma_{n}}\right) e^{-s \mu_{n} / \sigma_{n}}=\operatorname{PGF}_{X_{n}}\left(e^{s / \sigma_{n}}\right) e^{-s \mu_{n} / \sigma_{n}} \sim e^{s^{2} / 2}
$$

so by Lévy's continuity Theorem, $X_{n}^{\star}$ converges to the standard normal distribution.
The rest of the paper is devoted to the study of statistics of $\mathbf{C G}(n, p)$ random graphs in the limit when the number of vertices $n$ tends to infinity, for various values of $p$, or with $p$ varying with $n$.

## 3 Asymptotics of the functions $C_{r}(w, z)$

The asymptotics of the RCG are largely determined by the functions $C_{r}(w, z)$. In particular, the series $n^{r} w^{\binom{n}{2}} \frac{z^{n}}{n!}$ has zero radius of convergence precisely if $|w|>1$ explaining the phase transition at $w=1$ (i.e., $p=1 / 2$ ). In this section, we derive technical properties of $C_{r}(w, z)$ needed in Sections 4
and 5. For the critical regime, we consider $w=e^{i s}$, for $s \in \mathbb{R}$. For the subcritical regime, we consider $w \in(0,1)$. We can equivalently define $C_{r}(w, z)$ as

$$
C_{r}(w, z)=\left(z \partial_{z}\right)^{r} C(w, z)=\sum_{n \geq 1} n^{r} w^{\binom{n}{2}} \frac{z^{n}}{n!},
$$

where $\partial_{z}$ denotes the partial derivative w.r.t. $z$.

### 3.1 The critical case $|w|=1$

In this section, we study $C(w, z)$ for $w$ on the unit circle, i.e., for $w=e^{i s}$ for $s \in \mathbb{R}$. These results will be used to study the critical regime ( $p=1 / 2$ ) in Section 4 . When $s=0$, we have $w=1$ and the function reads

$$
C(1, z)=\sum_{n \geq 1} 1 \begin{gathered}
\binom{n}{2}
\end{gathered} \frac{z^{n}}{n!}=e^{z}-1
$$

Hence, for $r \in \mathbb{N}$, we also have $C_{r}(1, z)=\left(z \partial_{z}\right)^{r} e^{z}$. Section 4 will make use of the values of $z$ satisfying $C_{1}(1, z)=n$ or equivalently $z e^{z}=n$. Let $W(n)$ denote the unique positive solution of this equation. This $W(n)$ is known as the Lambert $W$-function, and sometimes also referred to as the product logarithm. We define $c_{r}=C_{r}(1, W(n))$. For the asymptotics of $c_{r}$, it is sufficient to focus on asymptotics up to polynomial orders of $W(n)$. To that end, we write $f_{n}=\tilde{\mathcal{O}}\left(g_{n}\right)$ whenever $f_{n} / g_{n}$ is bounded by a polynomial in $W(n)$. For example, we may write $n=W(n) e^{W(n)}=\tilde{\mathcal{O}}\left(e^{W(n)}\right)$.

Lemma 3.1. The functions $C_{r}(1, z)$ for $r \in \mathbb{N}$ are of the form $C_{r}(1, z)=P_{r}(z) e^{z}$, where $P_{r}(z)$ are $r$-th order polynomials with leading coefficient 1 . That is, $C_{r}(1, z) \sim z^{r} e^{z}$ as $z \rightarrow \infty$. In particular, $c_{r} \sim W(n)^{r} \cdot e^{W(n)}=\tilde{\mathcal{O}}\left(e^{W(n)}\right)$ for any $r$.

Proof. Recall $C(1, z)=e^{z}-1$ and $C_{r}(1, z)=\left(z \partial_{z}\right)^{r}\left(e^{z}-1\right)$. We prove the claim by induction. For $r=1$, we have $\left(z \partial_{z}\right)\left(e^{z}-1\right)=z e^{z}$, proving the claim with $P_{1}(z)=z$. For the induction step, we observe

$$
C_{r+1}(1, z)=\left(z \partial_{z}\right) C_{r}(1, z)=\left(z \partial_{z}\right) P_{r}(z) e^{z}=z P_{r}(z) e^{z}+z\left(\partial_{z} P_{r}(z)\right) e^{z},
$$

and set $P_{r+1}(z)=z P_{r}(z)+z \partial_{z} P_{r}(z)$. By the induction hypothesis, $z \partial_{z} P_{r}(z)$ is a polynomial of degree $r$, while $z P_{r}(z)$ is a polynomial of degree $r+1$ with leading coefficient 1 . This completes the proof.

Lemma 3.2. Let $\zeta_{s}=W(n) \cdot \exp \left(a_{1} s+\frac{a_{2}}{2} s^{2}\right)$ with $a_{1}, a_{2}=\tilde{\mathcal{O}}(1)$. Then

$$
\begin{align*}
C_{r}\left(e^{i s}, \zeta_{s}\right)= & c_{r}+s \cdot\left(a_{1} c_{r+1}+\frac{i}{2} c_{r+2}-\frac{i}{2} c_{r+1}\right) \\
& +s^{2} \cdot\left(\frac{a_{2}}{2} c_{r+1}+\frac{a_{1}^{2}}{2} c_{r+2}+a_{1} i\left(c_{r+3}-c_{r+2}\right)-\frac{c_{r+4}-2 c_{r+3}+c_{r+2}}{8}\right)  \tag{10}\\
& +\tilde{\mathcal{O}}\left(s^{3} e^{W(n)}\right)
\end{align*}
$$

In particular, $C_{r}\left(e^{i s}, \zeta_{s}\right) \sim c_{r}$ for $s=\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$.

Proof. Note that $\left(w \partial_{w}\right) C_{r}(w, z)=\frac{1}{2}\left(C_{r+2}(w, z)-C_{r+1}(w, z)\right)$. The derivative of $\zeta_{s}$ is given by $\partial_{s} \zeta_{s}=\left(a_{1}+a_{2} s\right) \zeta_{s}$, while for $w=e^{i s}$, we have $\partial_{s} w=i w$. Hence,

$$
\begin{align*}
\frac{d}{d s} C_{r}\left(e^{i s}, \zeta_{s}\right) & =\left(w \partial_{w}+\left(a_{1}+a_{2} s\right) z \partial_{z}\right) C_{r}\left(e^{i s}, \zeta_{s}\right)  \tag{11}\\
& =\frac{i}{2}\left(C_{r+2}\left(e^{i s}, \zeta_{s}\right)-C_{r+1}\left(e^{i s}, \zeta_{s}\right)\right)+\left(a_{1}+a_{2} s\right) C_{r+1}\left(e^{i s}, \zeta_{s}\right)
\end{align*}
$$

Abbreviating $C_{r}\left(e^{i s}, \zeta_{s}\right)$ by $C_{r}$, the second derivative is

$$
\begin{aligned}
& \frac{d^{2}}{d s^{2}} C_{r}\left(e^{i s}, \zeta_{s}\right) \\
& =\left(-\left(w \partial_{w}\right)^{2}+2 i\left(a_{1}+a_{2} s\right)\left(w \partial_{w}\right)\left(z \partial_{z}\right)+a_{2} z \partial_{z}+\left(a_{1}+a_{2} s\right)^{2}\left(z \partial_{z}\right)^{2}\right) C_{r} \\
& =-\frac{C_{r+4}-2 C_{r+3}+C_{r+2}}{4}+2 i\left(a_{1}+a_{2} s\right)\left(C_{r+3}-C_{r+2}\right)+a_{2} C_{r+1}+\left(a_{1}+a_{2} s\right)^{2} C_{r+2}
\end{aligned}
$$

Similarly, a crude bound on the third derivative follows from the previous lemma as $\frac{d^{3}}{d s^{3}} C_{r}\left(e^{i s}, \zeta_{s}\right)=$ $\tilde{\mathcal{O}}\left(e^{W(n)}\right)$. The desired result is then obtained by taking the Taylor expansion around $s=0$ using these derivatives.

Lemma 3.3. Let the approximate saddle point $\zeta_{s}$ be given by

$$
\begin{equation*}
\zeta_{s}=W(n) \exp \left(-\frac{i}{2} \frac{c_{3}-c_{2}}{c_{2}} s+\left(\frac{c_{5}-2 c_{4}+c_{3}}{4 c_{2}}+\frac{\left(c_{3}-c_{2}\right)^{2} c_{3}}{4 c_{2}^{3}}-\frac{\left(c_{3}-c_{2}\right)\left(c_{4}-c_{3}\right)}{2 c_{2}^{2}}\right) \frac{s^{2}}{2}\right) . \tag{12}
\end{equation*}
$$

Then $C_{1}\left(e^{i s}, \zeta_{s}\right)-n=\tilde{\mathcal{O}}\left(s^{3} e^{W(n)}\right)$.
Proof. We apply Theorem 3.2 with $r=1, a_{1}=-\frac{i}{2} \frac{c_{3}-c_{2}}{c_{2}}$ and

$$
a_{2}=\frac{c_{5}-2 c_{4}+c_{3}}{4 c_{2}}+\frac{\left(c_{3}-c_{2}\right)^{2} c_{3}}{4 c_{2}^{3}}-\frac{\left(c_{3}-c_{2}\right)\left(c_{4}-c_{3}\right)}{2 c_{2}^{2}} .
$$

Note that $c_{1}=W(n) e^{W(n)}=n$. What remains to show is that the linear and quadratic terms in $s$ vanish. Indeed, we have

$$
a_{1} c_{2}+\frac{i}{2} c_{3}-\frac{i}{2} c_{2}=0,
$$

and

$$
a_{2} c_{2}+a_{1}^{2} c_{3}+2 a_{1} i\left(c_{4}-c_{3}\right)-\frac{c_{5}-2 c_{4}+c_{3}}{4}=0
$$

as required.

### 3.2 The subcritical case $w<1$

Lemma 3.4. For $w \in(0,1), x>0, \theta \in \mathbb{R}$ and $r \in \mathbb{N} \cup\{0\}, C_{r}\left(w, x e^{i \theta}\right)$ is given by

$$
C_{r}\left(w, x e^{i \theta}\right)=w^{-\tau^{2} / 2} \frac{e^{\tau} \tau^{r}}{\sqrt{2 \pi \tau}} e^{i \tau \theta} E_{w, r}(\tau, \theta)
$$

where

$$
E_{w, r}(\tau, \theta)=\sum_{\tau+t \in \mathbb{N}} w^{t^{2} / 2} e^{i t \theta} e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!}
$$

is a bounded function, and $\tau$ is defined implicitly as the positive solution of

$$
\tau(1 / w)^{\tau-1 / 2}=x
$$

or explicitly,

$$
\tau=\frac{W\left(\frac{\log (1 / w)}{\sqrt{w}} x\right)}{\log (1 / w)}
$$

Proof. This proof is inspired by the Laplace method for sums (see [13, page 761]). We first separate in the summands the polynomial contribution in $n$ from the exponential one. To do so, we multiply and divide by the Stirling approximation, i.e.,

$$
C_{r}\left(w, x e^{i \theta}\right)=\sum_{n \geq 1} n^{r} w^{\binom{n}{2}} \frac{x^{n} e^{i n \theta}}{n!}=\sum_{n \geq 1} \frac{n^{n+r} e^{-n}}{n!} e^{i n \theta} e^{\phi(n)}
$$

where

$$
\phi(n)=n \log (x / \sqrt{w})-n \log (n)+n-\frac{n^{2}}{2} \log (1 / w)
$$

and $n^{n+r} e^{-n} / n$ ! grows only polynomially in $n$. The dominant contribution to the sum comes from the values $n$ such that $\phi(n)$ is close to its maximum. The derivative of $\phi$ is given by

$$
\phi^{\prime}(n)=\log (x / \sqrt{w})-\log (n)-n \log (1 / w),
$$

and solving $\phi^{\prime}(\tau)=0$ yields

$$
\begin{equation*}
\log x=\log (\tau)+\tau \log (1 / w)-\frac{1}{2} \log (1 / w) \tag{13}
\end{equation*}
$$

We exponentiate both sides and obtain

$$
\tau(1 / w)^{\tau-1 / 2}=x
$$

Note that $\phi^{\prime \prime}(\tau)=-\tau^{-1}-\log (1 / w)<0$ so that this $\tau$ indeed corresponds to a maximum. After multiplying by $\log (1 / w) w^{-1 / 2}$, we obtain

$$
\frac{\log (1 / w)}{\sqrt{w}} x=\log (1 / w) \tau(1 / w)^{\tau}=\log (1 / w) \tau e^{\log (1 / w) \tau}
$$

so that indeed

$$
\tau=\frac{W\left(\frac{\log (1 / w)}{\sqrt{w}} x\right)}{\log (1 / w)}
$$

Instead of working with $\tau$ as an implicit function of $x$, it is more convenient to think of $x$ as an explicit function of $\tau$. After substituting $\log x$ from (13) and the variable change $t=n-\tau$, we have $C_{r}\left(w, \tau(1 / w)^{\tau-1 / 2} e^{i \theta}\right)=w^{-\tau^{2} / 2} \sum_{\tau+t \in \mathbb{N}}(\tau+t)^{r} e^{i(\tau+t) \theta} w^{t^{2} / 2} \frac{\tau^{\tau+t}}{(\tau+t)!}=w^{-\tau^{2} / 2} \frac{e^{\tau} \tau^{r}}{\sqrt{2 \pi \tau}} e^{i \tau \theta} E_{w, r}(\tau, \theta)$,
where

$$
E_{w, r}(\tau, \theta)=e^{-\tau} \sum_{\tau+t \in \mathbb{N}}\left(1+\frac{t}{\tau}\right)^{r} e^{i t \theta} w^{t^{2} / 2} \frac{\tau^{\tau+t} \sqrt{2 \pi \tau}}{(\tau+t)!}
$$

By multiplication and division by $\left(1+\frac{t}{\tau}\right)^{\tau+t+1 / 2} e^{-\tau-t}$, we rewrite $E_{w, r}(\tau, \theta)$ to

$$
E_{w, r}(\tau, \theta)=\sum_{\tau+t \in \mathbb{N}} w^{t^{2} / 2} e^{i t \theta} e^{t}\left(1+\frac{t}{\tau}\right)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!}
$$

so that the fraction on the right will be close to 1 due to the Stirling approximation. Let us now prove that $\left|E_{w, r}(\tau, \theta)\right|$ is a bounded function of $\tau \geq 1$ for any fixed $w \in(0,1)$ and nonnegative integer $r$. We bound

$$
\left|E_{w, r}(\tau, \theta)\right| \leq \sum_{\tau+t \in \mathbb{N}} w^{t^{2} / 2} e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!}
$$

The sum is decomposed into three parts, corresponding respectively to $t \geq 0, t \in\left(-\tau^{1-\epsilon}, 0\right)$ and $t \in\left[-\tau,-\tau^{1-\epsilon}\right]$. For $t \geq 0$, we have $(1+t / \tau)^{-\tau-t-1 / 2} \leq 1$ so, applying Stirling bound,

$$
\sum_{\substack{\tau+t \in \mathbb{N} \\ t \geq 0}} w^{t^{2} / 2} e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!} \leq \sum_{\substack{\tau+t \in \mathbb{N} \\ t \geq 0}} w^{t^{2} / 2} e^{t}(1+t)^{r}
$$

which is a convergent sum since $w<1$. Consider a positive small $\epsilon$, to be fixed later. For $t \in$ $\left(-\tau^{1-\epsilon}, 0\right)$, we have $1+t / \tau \geq 1-\tau^{-\epsilon}$, so

$$
(1+t / \tau)^{-\tau-t} \leq(1+t / \tau)^{-\tau} \leq e^{-\tau \log (1+t / \tau)}
$$

We expand the logarithm up to an order $K$ large enough to ensure $K \epsilon>1$ and obtain

$$
\begin{aligned}
(1+t / \tau)^{-\tau-t} & \leq \exp \left(\tau \sum_{k=1}^{K-1} \frac{1}{k} \frac{(-t)^{k}}{\tau^{k}}+\mathcal{O}\left(\tau^{1-K \epsilon}\right)\right) \leq \exp \left(|t| \sum_{k=1}^{K-1} \frac{1}{k} \frac{|t|^{k-1}}{\tau^{k-1}}+\mathcal{O}\left(\tau^{1-K \epsilon}\right)\right) \\
& \leq \exp \left(|t| \sum_{k=1}^{K-1} \frac{\tau^{-k \epsilon}}{k}+\mathcal{O}\left(\tau^{1-K \epsilon}\right)\right) \leq e^{\mathcal{O}(t)}
\end{aligned}
$$

Therefore, by applying Stirling bound again,

$$
\sum_{\substack{\tau+t \in \mathbb{N} \\ t \in\left(-\tau^{1-\epsilon}, 0\right)}} w^{t^{2} / 2} e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!} \leq \sum_{\substack{\tau+t \in \mathbb{N} \\ t \in\left(-\tau^{1-\epsilon}, 0\right)}} w^{t^{2} / 2} e^{\mathcal{O}(t)}
$$

which is a bounded sum. Finally, for $t \in\left[-\tau,-\tau^{1-\epsilon}\right]$, we have

$$
\begin{aligned}
& \sum_{\substack{\tau+t \in \mathbb{N} \\
t \in\left[-\tau,-\tau^{1-\epsilon}\right]}} w^{t^{2} / 2} e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!} \\
= & \sum_{\substack{\tau+t \in \mathbb{N} \\
t \in\left[-\tau,-\tau^{1-\epsilon}\right]}} w^{t^{2} / 2} e^{t} \tau^{\tau+t-r+1 / 2}(\tau+t)^{r} \frac{e^{-\tau-t} \sqrt{2 \pi}}{(\tau+t)!} \leq \exp \left(-\log (1 / w) \frac{\tau^{2-2 \epsilon}}{2}+\mathcal{O}(\tau \log (\tau))\right) .
\end{aligned}
$$

Choosing $\epsilon<1 / 2$ ensures that this bound tends to 0 . This concludes the proof that $\left|E_{w, r}(\tau, \theta)\right|$ is bounded.

$$
\begin{array}{c|ccccc}
a_{k, \ell}(r) & \ell=0 & \ell=1 & \ell=2 & \ell=3 & \ell=4 \\
\hline k=0 & 1 & & & & \\
k=1 & -\frac{1}{12} & r-\frac{1}{2} & -\frac{1}{2} & & \\
k=2 & \frac{1}{288} & \frac{r}{12}-\frac{1}{8} & \frac{r^{2}}{2}-r+\frac{5}{12} & \frac{5}{12}-\frac{r}{2} & \frac{1}{8}
\end{array}
$$

Table 1: The first $a_{k, \ell}$ coefficients of Theorem 3.5

Most occurrences of the functions $E_{w, r}$ in this paper are with $\theta=0$. In these cases, we will simply write $E_{w, r}(\tau):=E_{w, r}(\tau, \theta)$ to keep notation concise.
Lemma 3.5. The bounded functions $E_{w, r}(\tau, \theta)$ allow for the following asymptotic expansion in terms of $\tau^{-1}$, valid for any $K \geq 0$ :

$$
E_{w, r}(\tau, \theta)=\sum_{k=0}^{K-1} \frac{1}{\tau^{k}} \sum_{\ell=0}^{2 k} a_{k, \ell}(r) \cdot e_{w, \ell}(\tau, \theta)+O\left(\tau^{-K}\right),
$$

where the $e_{w, \ell}(\tau, \theta)$ are periodic functions defined by

$$
e_{w, \ell}(\tau, \theta)=\sum_{t+\tau \in \mathbb{Z}} t^{\ell} w^{t^{2} / 2} e^{i t \theta},
$$

which have Fourier series given by

$$
\begin{equation*}
e_{w, \ell}(\tau, \theta)=\sqrt{\frac{2 \pi}{\log (1 / w)^{\ell+1}}} \cdot\left[\sum_{s \in \mathbb{Z}} e^{-\frac{(2 \pi s+\theta)^{2}}{2 \log (1 / w)}} \sum_{j=0}^{\ell \ell / 2\rfloor} \frac{(2 j)!}{2^{j} j!}\left(i \frac{2 \pi s+\theta}{\sqrt{\log (1 / w)}}\right)^{\ell-2 j} e^{2 \pi s i \tau}\right] \tag{14}
\end{equation*}
$$

and $a_{k, \ell}(r)$ are computable coefficients. The first few coefficients are shown in Table 1. In particular, the leading asymptotics of $E_{w, r}$ and its derivatives do not depend on $r$. For $\theta=0$ and $r \in \mathbb{N}$,

$$
\left.\begin{array}{rl}
E_{w, r}(\tau, 0) & \sim e_{w, 0}(\tau, 0)
\end{array}\right) \sqrt{\frac{2 \pi}{\log (1 / w)}} \cdot\left[1+2 \sum_{s=1}^{\infty} e^{-\frac{2 \pi^{2}}{\log \left(1 / w s^{2}\right.}} \cos (2 \pi s \tau)\right], ~ \begin{aligned}
\frac{d}{d \tau} E_{w, r}(\tau, 0) & \sim \log (1 / w) e_{w, 1}(\tau, 0)=4 \pi \sqrt{\frac{2 \pi}{\log (1 / w)}} \sum_{s=1}^{\infty} s \cdot e^{-\frac{2 \pi^{2}}{\log (1 / w)} s^{2}} \sin (2 \pi s \tau) \\
\frac{d^{2}}{d \tau^{2}} E_{w, r}(\tau, 0) & \sim \log (1 / w)^{2} e_{w, 2}(\tau, 0)-\log (1 / w) e_{w, 0}(\tau, 0) \\
& =-8 \pi^{2} \sqrt{\frac{2 \pi}{\log (1 / w)}} \sum_{s=1}^{\infty} s^{2} \cdot e^{-\frac{2 \pi^{2}}{\log (1 / w)} s^{2}} \cos (2 \pi s \tau)
\end{aligned}
$$

Proof. Removing the tails. Define

$$
a_{w, r, \theta, \tau}(t)=w^{t^{2} / 2} e^{i t \theta} e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!}
$$

so $E_{w, r}(\tau, \theta)=\sum_{\tau+t \in \mathbb{N}} a_{w, r, \theta, \tau}(t)$. Let us first prove that for any $\epsilon \in(0,1 / 2)$, there exists $\delta>0$ such that

$$
E_{w, r}(\tau, \theta)=\sum_{\substack{\tau+t \in \mathbb{N} \\|t| \leq \tau^{\epsilon}}} a_{w, r, \theta, \tau}(t)+\mathcal{O}\left(e^{-\tau^{\delta}}\right) .
$$

We have already seen at the end of the proof of Theorem 3.4 that for any $\epsilon \in(0,1 / 2)$, we have

$$
\sum_{\substack{\tau+t \in \mathbb{N} \\ t \in\left[-\tau,-\tau^{1-\epsilon}\right]}}\left|a_{w, r, \theta, \tau}(t)\right|
$$

is exponentially small. We now consider $t \geq \tau^{\epsilon}$, applying the Stirling bound and $(1+t / \tau)^{-\tau-t+r-1 / 2}<$ 1 yields

$$
\left|a_{w, r, \theta, \tau}(t)\right| \leq e^{-\log (1 / w) t^{2} / 2+t}
$$

The quadratic term in the exponent dominates the linear one. By comparison with the complementary error function

$$
\operatorname{erfc}(x)=\frac{1}{\sqrt{\pi}} \int_{x}^{+\infty} e^{-y^{2}} d y
$$

whose asymptotics is $\mathcal{O}\left(e^{-x^{2}}\right)$, we deduce that the sum

$$
\sum_{\substack{\tau+t \in \mathbb{N} \\ t \geq \tau^{\epsilon}}} e^{-\log (1 / w) t^{2} / 2+t}
$$

converges to 0 as $\mathcal{O}\left(e^{-\tau^{\delta}}\right)$ for some $\delta>0$. The last case to consider is $t \in\left[-\tau^{1-\epsilon},-\tau^{\epsilon}\right]$. We rewrite

$$
\begin{aligned}
\log \left(\left|a_{w, r, \theta, \tau}(t)\right|\right) & =-\log (1 / w) \frac{t^{2}}{2}+t+(\tau+t-r+1 / 2) \log \left(\frac{1}{1+t / \tau}\right) \\
& \leq-\log (1 / w) \frac{t^{2}}{2}+\tau \log \left(\frac{1}{1+t / \tau}\right)
\end{aligned}
$$

Let us denote this expression as a function $f(t)$. Then $f^{\prime}(t)=-\log (1 / w) \frac{t^{2}}{2}-\frac{1}{1+t / \tau}$ and $f^{\prime \prime}(t)=$ $-\log (1 / w)+\frac{1}{\tau} \frac{1}{(1+t / \tau)^{2}}$. With $t \in\left[-\tau^{1-\epsilon},-\tau^{\epsilon}\right]$, we have $t / \tau$ tending to 0 , so $f^{\prime \prime}(t)$ converges, as $\tau$ tends to infinity, to the negative $-\log (1 / w)$. It is thus negative for any large enough $\tau$ and the function $f^{\prime}(t)$ is decreasing on $t \in\left[-\tau^{1-\epsilon},-\tau^{\epsilon}\right]$. Its zero is located at $-1 / \log (1 / w)+\mathcal{O}\left(\tau^{-1}\right)$, which is eventually greater than $-\tau^{\epsilon}$. This implies that $f^{\prime}(t)$ stays positive on the interval of interest, so $f(t)$ is increasing. Its maximum must be reached at $t=-\tau^{\epsilon}$ and

$$
\log \left(\left|a_{w, r, \theta, \tau}(t)\right|\right) \leq-\log (1 / w) \frac{\tau^{2 \epsilon}}{2}+\tau \log \left(\frac{1}{1-\tau^{\epsilon-1}}\right)=-\log (1 / w) \frac{\tau^{2 \epsilon}}{2}+\tau^{\epsilon}+o(1)
$$

Again, by comparison with the complementary error function, we deduce that the sum

$$
\sum_{\substack{\tau+t \in \mathbb{N} \\ t \in\left[-\tau^{1-\epsilon},-\tau^{\epsilon}\right]}}\left|a_{w, r, \theta, \tau}(t)\right|
$$

is $\mathcal{O}\left(e^{-\tau^{\delta}}\right)$ for some $\delta>0$. We conclude that the tails are negligible, and there exists $\delta>0$ such that

$$
E_{w, r}(\tau, \theta)=\sum_{\substack{\tau+t \in \mathbb{N} \\|t| \leq \tau^{\epsilon}}} a_{w, r, \theta, \tau}(t)+\mathcal{O}\left(e^{-\tau^{\delta}}\right)
$$

Asymptotic expansion in the central part. Consider the ring $\mathbb{Q}[t]\left[\left[\tau^{-1}\right]\right]$ of formal powers in $\tau^{-1}$ with coefficients that are polynomials in $t$ over the rationals. If $F(x)$ denotes a formal power series with
rational coefficients and $G\left(t, \tau^{-1}\right) \in \mathbb{Q}[t]\left[\left[\tau^{-1}\right]\right]$, then the composition $F\left(G\left(t, \tau^{-1}\right)\right)$ also belongs to $\mathbb{Q}[t]\left[\left[\tau^{-1}\right]\right]$. Since

$$
\begin{aligned}
e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} & =\exp (t-(\tau+t-r+1 / 2) \log (1+t / \tau)) \\
& =\exp \left(-(t-r+1 / 2) t \tau^{-1}-\left(1+(t-r+1 / 2) \tau^{-1}\right) \sum_{k \geq 2} \frac{1}{k} t^{k} \tau^{-k+1}\right)
\end{aligned}
$$

this series belongs to $\mathbb{Q}[t]\left[\left[\tau^{-1}\right]\right]$. For any $K$, its Taylor expansion of order $K$ has error term $\mathcal{O}\left(t^{K} \tau^{-K+1}\right)$. The Stirling approximation has an associated asymptotic expansion (see e.g. [25]), of the form

$$
\frac{n!}{n^{n} e^{-n} \sqrt{2 \pi n}}=S\left(n^{-1}\right)
$$

for some formal power series $S(x)$ whose first few coefficients are

$$
S(x)=1+\frac{1}{12} x+\frac{1}{288} x^{2}-\frac{139}{51840} x^{3}+\mathcal{O}\left(x^{4}\right)
$$

We deduce that

$$
\frac{(\tau+t)!}{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}=S\left(\frac{1}{\tau+t}\right)=S\left(\sum_{k \geq 0} \tau^{-k-1} t^{k}\right)
$$

belongs to $\mathbb{Q}[t]\left[\left[\tau^{-1}\right]\right]$. Its constant term is 1 , so it has a formal multiplicative inverse, belonging to the same ring. Again, the error term of the Taylor expansion is $\mathcal{O}\left(t^{K} \tau^{-K+1}\right)$. This implies the existence of polynomials $P_{r, k}(t)=\sum_{\ell=0}^{2 k} a_{k, \ell}(r) t^{\ell}$ such that

$$
\begin{equation*}
e^{t}(1+t / \tau)^{-\tau-t+r-1 / 2} \frac{(\tau+t)^{\tau+t} e^{-\tau-t} \sqrt{2 \pi(\tau+t)}}{(\tau+t)!}=\sum_{k=0}^{K-1} P_{r, k}(t) \tau^{-k}+\mathcal{O}\left(t^{K} \tau^{-K+1}\right) \tag{18}
\end{equation*}
$$

Multiplying by $w^{t^{2} / 2} e^{i t \theta}$ and summing over $t$, we obtain, for some $\delta>0$,

$$
E_{w, r}(\tau, \theta)=\sum_{k=0}^{K-1} \tau^{-k} \sum_{\substack{\tau+t \in \mathbb{N} \\|t| \leq \tau^{\epsilon}}} w^{t^{2} / 2} e^{i t \theta} P_{r, k}(t)+\mathcal{O}\left(\sum_{\tau+t \in \mathbb{Z}} w^{t^{2} / 2}|t|^{K+1} \tau^{-K}\right)+\mathcal{O}\left(e^{-\tau^{\delta}}\right)
$$

The sum in the first error term is bounded, so this error term is simply $\mathcal{O}\left(\tau^{-K}\right)$ and the second error term is negligible in comparison.
Adding the tails. Finally, we observe as before that the tails are negligible, meaning that for each $k \in[0, K-1]$, there exists some $\delta>0$ such that

$$
\sum_{\substack{\tau+t \in \mathbb{N} \\| | t \mid \geq \tau^{\varepsilon}}} w^{t^{2} / 2} P_{r, k}(t)=\mathcal{O}\left(e^{-\tau^{\delta}}\right),
$$

so adding them introduces only a negligible error term, contained in $\mathcal{O}\left(\tau^{-K}\right)$.

First polynomials. The first three polynomials $\left(P_{r, k}(t)\right)_{0 \leq k \leq 2}$ are computed using the computer algebra system Sage [38], and the corresponding coefficients $a_{k, \ell}(r)$ are collected in Table 1. We rewrite

$$
\begin{aligned}
E_{w, r}(\tau, \theta) & =\sum_{k=0}^{K-1} \tau^{-k} \sum_{\tau+t \in \mathbb{Z}} w^{t^{2} / 2} e^{i t \theta} P_{r, k}(t)+\mathcal{O}\left(\tau^{-K}\right) \\
& =\sum_{k=0}^{K-1} \tau^{-k} \sum_{\tau+t \in \mathbb{Z}} w^{t^{2} / 2} e^{i t \theta} \sum_{\ell=0}^{2 k} a_{k, \ell}(r) t^{\ell}+\mathcal{O}\left(\tau^{-K}\right) \\
& =\sum_{k=0}^{K-1} \tau^{-k} \sum_{\ell=0}^{2 k} a_{k, \ell}(r) \sum_{\tau+t \in \mathbb{Z}} w^{t^{2} / 2} e^{i t \theta} t^{\ell}+\mathcal{O}\left(\tau^{-K}\right) \\
& =\sum_{k=0}^{K-1} \tau^{-k} \sum_{\ell=0}^{2 k} a_{k, \ell}(r) e_{w, \ell}(\tau, \theta)+\mathcal{O}\left(\tau^{-K}\right) .
\end{aligned}
$$

We now derive the Fourier series of $e_{w, \ell}(\tau, \theta)$. Firstly, note that the functions $e_{w, \ell}(\tau, \theta)$ are indeed 1 -periodic in $\tau$, because $t+\tau \in \mathbb{Z}$ implies $t+(\tau+1) \in \mathbb{Z}$. We will write

$$
e_{w, \ell}(\tau, \theta)=\sum_{s \in \mathbb{Z}} f_{\ell, s}(\theta) e^{2 \pi s i \tau}
$$

We will compute Fourier coefficients $f_{\ell, s}(\theta)$ as

$$
f_{\ell, s}(\theta)=\int_{0}^{1} e_{w, \ell}(x, \theta) e^{-2 \pi i s x} d x=\int_{0}^{1} \sum_{k \in \mathbb{Z}}(k-x)^{\ell} w^{(k-x)^{2} / 2} e^{i(k-x) \theta} e^{-2 \pi i s x} d x
$$

Note that $\bigcup_{k \in \mathbb{Z}}[k-1, k]=\mathbb{R}$. We can thus combine this sum of integrals into one single integral:

$$
\begin{aligned}
f_{\ell, s}(\theta) & =\int_{-\infty}^{\infty} x^{\ell} w^{x^{2} / 2} e^{i x \theta} e^{-2 \pi i s x} d x=\int_{-\infty}^{\infty} x^{\ell} \exp \left(-\frac{\log (1 / w)}{2} x^{2}+i x \theta+2 \pi s i x\right) d x \\
& =e^{-\frac{(2 \pi s+\theta)^{2}}{2 \log (1 / w)}} \int_{-\infty}^{\infty} x^{\ell} \exp \left(-\frac{1}{2}\left(x \sqrt{\log (1 / w)}-i \frac{2 \pi s+\theta}{\sqrt{\log (1 / w)}}\right)^{2}\right) d x
\end{aligned}
$$

We now perform the substitution $y=x \sqrt{\log (1 / w)}-i \frac{2 \pi s+\theta}{\sqrt{\log (1 / w)}}$ with

$$
x=\frac{y+i \frac{2 \pi s+\theta}{\sqrt{\log (1 / w)}}}{\sqrt{\log (1 / w)}}, \quad \text { and } \quad \frac{d x}{d y}=\frac{1}{\sqrt{\log (1 / w)}} .
$$

We obtain

$$
\begin{aligned}
f_{\ell, s}(\theta) & =\frac{e^{-\frac{(2 \pi s+\theta)^{2}}{2 \log (1 / w)}}}{\log (1 / w)^{\frac{\ell+1}{2}}} \int_{-\infty}^{\infty}\left(y+i \frac{2 \pi s+\theta}{\sqrt{\log (1 / w)}}\right)^{\ell} e^{-\frac{1}{2} y^{2}} d y \\
& =\frac{e^{-\frac{(2 \pi s+\theta)^{2}}{2 \log (1 / w)}}}{\log (1 / w)^{\frac{\ell+1}{2}}} \sum_{k=0}^{\ell}\left(i \frac{2 \pi s+\theta}{\sqrt{\log (1 / w)}}\right)^{\ell-k} \int_{-\infty}^{\infty} y^{k} e^{-\frac{1}{2} y^{2}} d y .
\end{aligned}
$$

We use

$$
\int_{-\infty}^{\infty} y^{2 k} e^{-y^{2} / 2} d y=\frac{(2 k)!}{2^{k} k!} \sqrt{2 \pi}, \quad \text { and } \quad \int_{-\infty}^{\infty} y^{2 k+1} e^{-y^{2} / 2} d y=0,
$$

to find
as claimed. Note that $f_{\ell, s}(\theta)$ is real for even $\ell$ and imaginary for odd $\ell$. In addition, $f_{\ell,-s}(\theta)=f_{\ell, s}(\theta)$ for even $\ell$ and $f_{\ell,-s}(\theta)=-f_{\ell, s}(\theta)$ for odd $\ell$. Therefore, we can write

$$
e_{w, 2 \ell}(\tau, 0)=f_{2 \ell, 0}(0)+2 \sum_{s \in \mathbb{N}} f_{2 \ell, s}(0) \cos (2 \pi s \tau),
$$

and

$$
e_{w, 2 \ell+1}(\tau, 0)=f_{2 \ell+1,0}(0)+2 \sum_{s \in \mathbb{N}} f_{2 \ell+1, s}(0) \sin (2 \pi s \tau) .
$$

which yield the asymptotics from (15)- (17). Finally, the derivatives follow from $\frac{d^{k}}{d \tau^{k}} E_{w, r}(\tau, 0) \sim \frac{d^{k}}{d \tau^{k}} e_{w, 0}(\tau, 0)$, $\frac{d}{d \tau} e_{w, 0}(\tau, 0)=\log (1 / w) e_{w, 1}(\tau, 0)$ and

$$
\frac{d}{d \tau} e_{w, 1}(\tau, 0)=\log (1 / w) e_{w, 2}(\tau, 0)-e_{w, 0}(\tau, 0)
$$

The coefficients of the Fourier series in (15-(17) decrease very rapidly due to the quadratic exponents of $\exp \left(-\frac{2 \pi^{2}}{\log (1 / w)}\right)=\varepsilon$. This $\varepsilon$ tends to be quite small: for $w=\frac{1}{2}$, we already have $\varepsilon \approx 4.3 \cdot 10^{-13}$. Therefore, these Fourier series can be well approximated by omitting higher powers of $\varepsilon$. In particular:

$$
\begin{aligned}
& e_{w, 0}(\tau, 0) \approx \sqrt{\frac{2 \pi}{\log (1 / w)}} \cdot(1+2 \varepsilon \cos (2 \pi \tau)) \\
& e_{w, 1}(\tau, 0) \approx 2\left(\frac{2 \pi}{\log (1 / w)}\right)^{3 / 2} \varepsilon \sin (2 \pi \tau) \\
& e_{w, 2}(\tau, 0) \approx \frac{1}{\log (1 / w)} \sqrt{\frac{2 \pi}{\log (1 / w)}}\left[1+\left(2-\frac{8 \pi^{2}}{\log (1 / w)}\right) \varepsilon \cos (2 \pi \tau)\right]
\end{aligned}
$$

Finally, the following lemma gives the asymptotics of $\tau$ from Theorem 3.4:
Lemma 3.6. Let $\tau$ be implicitly defined by $C_{1}\left(w, \tau(1 / w)^{\tau-1 / 2}\right)=n e^{-s}$ for fixed $s$ and $w$. Then $\tau$ has the asymptotics

$$
\begin{equation*}
\tau=\sqrt{\frac{2 \log n}{\log (1 / w)}}-\frac{1}{\log (1 / w)}+\mathcal{O}\left(\frac{\log \log n}{\sqrt{\log n}}\right) \tag{19}
\end{equation*}
$$

Proof. We take the logarithm and rewrite it using Theorem 3.4 as

$$
\begin{equation*}
\log n-s=\log C_{1}\left(w, \tau(1 / w)^{\tau-1 / 2}\right)=\frac{\log (1 / w)}{2} \tau^{2}+\tau+\frac{1}{2} \log \tau+\log \frac{E_{w, 1}(\tau, 0)}{\sqrt{2 \pi}} \tag{20}
\end{equation*}
$$

Since the left-hand side goes to infinity, it must hold that $\tau \rightarrow \infty$. Therefore, the right-hand side is dominated by the quadratic term. Hence, $\log n \sim \frac{1}{2} \log (1 / w) \tau^{2}$, so that

$$
\tau \sim \sqrt{\frac{2 \log n}{\log (1 / w)}}
$$

This tells us that $\log \tau=\mathcal{O}(\log \log n)$, so that we can rewrite (20) to

$$
0=\frac{\log (1 / w)}{2} \tau^{2}+\tau-\log n+\mathcal{O}(\log \log n)
$$

The positive solution of this quadratic formula is

$$
\begin{aligned}
\tau & =\frac{\sqrt{1+2 \log (1 / w)(\log n+\mathcal{O}(\log \log n))}-1}{\log (1 / w)} \\
& =\frac{\sqrt{2 \log (1 / w) \log n \cdot\left(1+\mathcal{O}\left(\frac{\log \log n}{\log n}\right)\right)}-1}{\log (1 / w)} \\
& =\sqrt{\frac{2 \log n}{\log (1 / w)}} \cdot\left(1+\mathcal{O}\left(\frac{\log \log n}{\log n}\right)\right)-\frac{1}{\log (1 / w)} \\
& =\sqrt{\frac{2 \log n}{\log (1 / w)}}-\frac{1}{\log (1 / w)}+\mathcal{O}\left(\frac{\log \log n}{\sqrt{\log n}}\right)
\end{aligned}
$$

as claimed.

## 4 The critical regime $p=1 / 2$

We fix $p=1 / 2$ during the whole section and set $w=p /(1-p)=1$. Hence, the distribution of $\mathbf{C G}_{n, 1 / 2}$ is given by

$$
\mathbb{P}\left(\mathbf{C G}_{n, 1 / 2}=G\right)=\frac{1^{m(G)}}{B_{n}(1)}=\frac{1}{B_{n}}
$$

for any cluster graph $G \in \mathcal{C} \mathcal{G}_{n}$, where $B_{n}=\left|\mathcal{C} \mathcal{G}_{n}\right|$ is the $n$-th Bell number. The distribution of $\mathrm{CG}_{n, 1 / 2}$ therefore coincides with the uniform distribution over set partition of $n$ elements.

The uniform distribution over set partitions has been studied since the 1960's. Harper was the first who showed that the number of blocks in a random uniform set partition of $n$ points has a normal distribution, as $n \rightarrow \infty$, with expected value of order $n / \log (n)$ [18]. The exact value of this expectation can be expressed [36] in terms of the Bell numbers as

$$
\mathbb{E}\left[\mathbf{C}_{n, 1 / 2}\right]=\frac{B_{n+1}}{B_{n}}-1
$$

The asymptotic growth of the Bell numbers is given by

$$
\begin{equation*}
\frac{B_{n}}{n!}=\frac{e^{e^{r_{n}}-1}}{\left(r_{n}\right)^{n} \sqrt{2 \pi r_{n}\left(r_{n}+1\right) e^{r_{n}}}}\left(1+\mathcal{O}\left(e^{-r_{n} / 5}\right)\right), \tag{21}
\end{equation*}
$$

where $r_{n}$ is defined implicitly as the positive solution of $r_{n} e^{r_{n}}=n+1$, or in terms of the Lambert $W$-function, $r_{n}=W(n+1)$ [13, Proposition VIII.3].
While there are numerous articles studying the uniform distribution over partitions, there are (to the best of our knowledge) none where this distribution is studied as a random graph distribution. This change of perspective allows us to investigate the asymptotic behaviour of graph observables such as the degree distribution or the number of edges by means of analytic combinatorics techniques. The
core of this section is the proof of Theorem 1.2 (ii) and Theorem 1.3 (ii). We prove that for large $n$, the degree $\mathbf{D}_{n, 1 / 2}$ of a random vertex in $\mathbf{C G}_{n, 1 / 2}$ is nearly indistinguishable from a Poisson distribution with parameter $W(n)$, where $W$ denotes the Lambert $W$-function. For the random total number of edges $\mathbf{M}_{n, 1 / 2}$, we provide exact expressions for the mean and variance, as well as a Gaussian limit law. First, we introduce some preliminary results that are preparatory to the main proofs.

### 4.1 Asymptotics of Bell numbers

First we derive the asymptotics of $B_{n-1} / B_{n}$ and relate this to the expected number of edges in the cluster graph. Denote by $\mathbf{C}_{n}^{(j)}$ the number of clusters of size $j$. Particularly, $\mathbf{C}_{n}^{(1)}$ then denotes the number of isolated vertices. Recall that the Lambert $W$-function is the unique positive solution of the equation $x=W(x) e^{W(x)}$ for $x \in[0, \infty)$. Put differently, $W$ is the inverse of the function $x \mapsto x e^{x}$.
Lemma 4.1. Let $W$ be the Lambert $W$-function. The edge-density of a uniform cluster graph is given by

$$
\begin{gather*}
\frac{\mathbb{E}\left[\mathbf{M}_{n, 1 / 2}\right]}{\binom{n}{2}}=\frac{B_{n-1}}{B_{n}}=\frac{W(n)}{n}+\mathcal{O}\left(\left(\frac{\log n}{n}\right)^{6 / 5}\right)  \tag{22}\\
\mathbb{E}\left[\mathbf{C}_{n}^{(1)}\right]=n \frac{B_{n-1}}{B_{n}}=W(n)+\mathcal{O}\left(\frac{(\log n)^{6 / 5}}{n^{1 / 5}}\right) \tag{23}
\end{gather*}
$$

Proof. We start by proving $\mathbb{E}\left[\mathbf{C}_{n}^{(1)}\right]=n \frac{B_{n-1}}{B_{n}}$. If we pick an arbitrary vertex, then each partition in which this vertex is isolated corresponds to a partition of the remaining $n-1$ vertices. Hence, there are $B_{n-1}$ partitions in which this vertex is isolated, leading to a probability $\frac{B_{n-1}}{B_{n}}$ of being isolated, and an expected number of isolated vertices equal to $\mathbb{E}\left[\mathbf{C}_{n}^{(1)}\right]=n \frac{B_{n-1}}{B_{n}}$.
We prove that $\mathbb{E}\left[\mathbf{M}_{n, 1 / 2}\right]=\binom{n}{2} \frac{B_{n-1}}{B_{n}}$ by similar reasoning: for a given vertex-pair $(i, j)$, each partition where $i$ and $j$ are in the same set, can be considered as a partition of $([n] \backslash\{i, j\}) \cup\{(i, j)\}$. That is, we consider the pair $(i, j)$ as a single element, so that a partition where $i$ and $j$ are in the same set corresponds to a partition of the $n-1$ resulting elements. Hence, for each vertex-pair $(i, j)$, there are $B_{n-1}$ cluster graphs where $i$ and $j$ are connected, so that the connection probability is $\frac{B_{n-1}}{B_{n}}$. Summing over all vertex-pairs yields $\mathbb{E}\left[\mathrm{M}_{n, 1 / 2}\right]=\binom{n}{2} \frac{B_{n-1}}{B_{n}}$, as required. Dividing by $\binom{n}{2}$ yields the first equality of (22).
We now derive the asymptotics of $\frac{B_{n-1}}{B_{n}}$. We write

$$
n \frac{B_{n-1}}{B_{n}}=\frac{B_{n-1} /(n-1)!}{B_{n} / n!}
$$

We rewrite (21) to

$$
\frac{B_{n}}{n!}=e^{f\left(r_{n}\right)+\mathcal{O}\left(e^{-r_{n} / 5}\right)}
$$

for $r_{n}=W(n+1)$, where $f$ is a continuously differentiable function defined as

$$
f(r):=e^{r}-1-\left(r e^{r}-1\right) \log r-\frac{1}{2}[\log (2 \pi)+\log r+\log (r+1)+r] .
$$

In the following, we will use whenever convenient the classic asymptotics $W(n)=\log (n)-\log \log (n)+$ $o(1)$. Since, $e^{-r_{n} / 5}=\left(\frac{W(n+1)}{n+1}\right)^{1 / 5} \sim\left(\frac{W(n)}{n}\right)^{1 / 5}$, we write

$$
\begin{equation*}
n \frac{B_{n-1}}{B_{n}}=e^{f\left(r_{n-1}\right)-f\left(r_{n}\right)+\mathcal{O}\left((W(n) / n)^{1 / 5}\right)} . \tag{24}
\end{equation*}
$$

By Taylor's Theorem with the Lagrange form of the remainder, for any $n$, there exists $h \in[n, n+1]$ such that

$$
W(n+1)=W(n)+W^{\prime}(n)+\frac{W^{\prime \prime}(h)}{2}
$$

where

$$
W^{\prime}(n)=\frac{W(n)}{n(1+W(n))}=\mathcal{O}\left(n^{-1}\right) \quad \text { and } \quad W^{\prime \prime}(h)=-\frac{W(h)^{2}(W(h)+2)}{h^{2}(W(h)+1)^{3}}=\mathcal{O}\left(n^{-2}\right)
$$

Applying Taylor's Theorem again, there exists $t \in\left[W(n), W(n)+W^{\prime}(n)+W^{\prime \prime}(h) / 2\right]$ such that

$$
\begin{aligned}
f(W(n+1)) & =f\left(W(n)+W^{\prime}(n)+\frac{W^{\prime \prime}(h)}{2}\right) \\
& =f(W(n))+f^{\prime}(W(n))\left(W^{\prime}(n)+W^{\prime \prime}(h) / 2\right)+\frac{f^{\prime \prime}(t)}{2}\left(W^{\prime}(n)+W^{\prime \prime}(h) / 2\right)^{2} \\
& =f(W(n))+f^{\prime}(W(n)) W^{\prime}(n)+f^{\prime}(W(n)) \mathcal{O}\left(n^{-2}\right)+f^{\prime \prime}(t) \mathcal{O}\left(n^{-2}\right) .
\end{aligned}
$$

As $r$ tends to infinity, we have
$f^{\prime}(r)=e^{r}-\left(e^{r}+r e^{r}\right) \log (r)-\left(e^{r}-1 / r\right)-\frac{1}{2}\left[\frac{1}{r}+\frac{1}{r+1}+1\right]=-(1+r) e^{r} \log (r)+\mathcal{O}(1)$
$f^{\prime \prime}(r)=-e^{r} \log (r)-(1+r) e^{r} \log (r)-\frac{1+r}{r} e^{r}+\mathcal{O}(1) \sim-r e^{r} \log (r)$,
so

$$
\begin{aligned}
f^{\prime}(W(n)) \mathcal{O}\left(n^{-2}\right) & =-(1+W(n)) e^{W(n)} \log (W(n)) \mathcal{O}\left(n^{-2}\right)+\mathcal{O}\left(n^{-2}\right)=\mathcal{O}\left(\frac{\log \log (n)}{n}\right), \\
f^{\prime \prime}(t) \mathcal{O}\left(n^{-2}\right) & =\mathcal{O}\left(\frac{\log \log (n)}{n}\right) \\
f^{\prime}(W(n)) W^{\prime}(n) & =-(1+W(n)) e^{W(n)} \log (W(n)) \frac{W(n)}{n(1+W(n))}+\mathcal{O}\left(n^{-1}\right) \\
& =-\log (W(n))+\mathcal{O}\left(n^{-1}\right)
\end{aligned}
$$

Injecting those relations in the Taylor expansion of $f(W(n+1))$ yields

$$
f(W(n+1))=f(W(n))-\log (W(n))+\mathcal{O}\left(\frac{\log \log (n)}{n}\right)
$$

This is injected in Equation (24)
$\frac{n B_{n-1}}{B_{n}}=e^{f\left(W(n)-f(W(n+1))+\mathcal{O}\left((W(n) / n)^{1 / 5}\right)\right.}=e^{\log (W(n))+\mathcal{O}\left((W(n) / n)^{1 / 5}\right)}=W(n)+\mathcal{O}\left(\frac{W(n)^{6 / 5}}{n^{1 / 5}}\right)$.
Dividing by $n$ gives (22).
Lemma 4.1 already tells us that $\frac{B_{n-1}}{B_{n}} \rightarrow 0$ and that $\frac{B_{n-2}}{B_{n-1}}-\frac{B_{n-1}}{B_{n}}=\mathcal{O}\left(\left(\frac{\mathrm{log}}{n}\right)^{6 / 5}\right)$. However, we need tighter bounds on these decrements, which are provided in the following lemma:

Lemma 4.2. For $w \leq 1, B_{n}(w)$ is log-convex in $n$ while $B_{n}(w) / n$ ! is log-concave in $n$. Furthermore, the following bounds hold for all $w \leq 1$ and $n \geq 2$ :

$$
\begin{equation*}
0 \leq \frac{B_{n-2}(w)}{B_{n-1}(w)}-\frac{B_{n-1}(w)}{B_{n}(w)} \leq \frac{1}{n-1} \frac{B_{n-1}(w)}{B_{n}(w)} \tag{25}
\end{equation*}
$$

Proof. We use the following result from [5]: Let $x_{n}$ be a log-concave sequence and let $a_{n}, p_{n}$ be sequences such that

$$
\sum_{n=0}^{\infty} a_{n} u^{n}=\sum_{n=0}^{\infty} \frac{p_{n}}{n!} u^{n}=\exp \left(\sum_{j=1}^{\infty} \frac{x_{j} u^{j}}{j}\right)
$$

Then $a_{n}$ is a log-concave sequence while $p_{n}$ is log-convex. For our generating function

$$
e^{C(w, z)}=\exp \left(\sum_{s=1}^{\infty} \frac{w^{\binom{s}{2}} z^{s}}{s!}\right)
$$

this gives

$$
x_{s}=\frac{w^{\binom{s}{2}}}{(s-1)!}
$$

We compute

$$
\frac{x_{s}^{2}}{x_{s+1} x_{s-1}}=w^{2\binom{s}{2}-\binom{s+1}{2}-\binom{s-1}{2}} \frac{s!(s-2)!}{(s-1)!^{2}}=w^{-s+s-1} \frac{s}{s-1}=w^{-1} \frac{s}{s-1} \geq 1
$$

for $w \leq 1$, so that $x_{s}$ is indeed log-concave. This tells us that $B_{n}(w)=n!\left[z^{n}\right] e^{C(w, z)}$ is log-convex, while $B_{n}(w) / n$ ! is log-concave. To prove the bounds, we follow an approach similar to [2] to prove

$$
1 \leq \frac{B_{n}(w) B_{n-2}(w)}{B_{n-1}(w)^{2}} \leq \frac{n}{n-1}
$$

The lower bound follows from the log-convexity of $B_{n}(w)$, while the upper bound follows from the logconcavity of $B_{n}(w) / n$ !. Subtracting 1 and multiplying the resulting inequalities by $B_{n-1}(w) / B_{n}(w)$ leads to the desired bounds.

Corollary 4.3. For $w \leq 1$, Lemma 4.2 implies

$$
\frac{B_{n-s}(w)}{B_{n}(w)}=\left(\frac{B_{n-1}(w)}{B_{n}(w)}\right)^{s}\left(1+\mathcal{O}\left(\frac{s^{2}}{n}\right)\right)
$$

Proof. Lemma 4.2 implies that

$$
\frac{B_{n-2}(w)}{B_{n-1}(w)}=\frac{B_{n-1}(w)}{B_{n}(w)}\left(1+\mathcal{O}\left(n^{-1}\right)\right)
$$

Repeating this relation several times, gives

$$
\frac{B_{n-s-1}(w)}{B_{n-s}(w)}=\frac{B_{n-1}(w)}{B_{n}(w)}\left(1+\mathcal{O}\left(n^{-1}\right)\right)^{s}=\frac{B_{n-1}(w)}{B_{n}(w)}\left(1+\mathcal{O}\left(\frac{s}{n}\right)\right)
$$

We use this to write

$$
\begin{aligned}
\frac{B_{n-s}(w)}{B_{n}(w)} & =\prod_{i=0}^{s-1} \frac{B_{n-1-i}(w)}{B_{n-i}(w)}=\prod_{i=0}^{s-1} \frac{B_{n-1}(w)}{B_{n}(w)}\left(1+\mathcal{O}\left(\frac{i}{n}\right)\right) \\
& =\left(\frac{B_{n-1}(w)}{B_{n}(w)}\right)^{s}\left(1+\mathcal{O}\left(\frac{1}{n} \sum_{i=0}^{s-1} i\right)\right)=\left(\frac{B_{n-1}(w)}{B_{n}(w)}\right)^{s}\left(1+\mathcal{O}\left(\frac{s^{2}}{n}\right)\right)
\end{aligned}
$$

Theorem 4.3 allows us to derive the expected number of cliques of a given size.
Corollary 4.4. The expected number of cliques of size $s$ is given by

$$
\mathbb{E}\left[\mathbf{C}_{n}^{(s)}\right]=\frac{n}{s} \mathbb{P}\left(\mathbf{S}_{n}=s\right)=\binom{n}{s} \frac{B_{n-s}}{B_{n}} \sim \frac{\log (n)^{s}}{s!}
$$

Proof. For each vertex, the probability that it is in a clique of size $s$, is equal to $\mathbb{P}\left(\mathbf{S}_{n}=s\right)$. Therefore, the expected number of vertices that reside in cliques of size $s$ is given by $n \cdot \mathbb{P}\left(\mathbf{S}_{n}=s\right)$. Dividing by $s$ gives the expected number of cliques of that size. The asymptotics are obtained by applying Corollary 4.3:
$\binom{n}{s} \frac{B_{n-s}}{B_{n}}=\frac{n!}{s!(n-s)!}\left(\frac{B_{n-1}}{B_{n}}\right)^{s}(1+o(1))=\frac{n!}{s!(n-s)!}\left(\frac{W(n)}{n}+o(1)\right)^{s}(1+o(1)) \sim \frac{\log (n)^{s}}{s!}$,
where we have used Stirling's approximation for deducing the last asymptotics.
The asymptotics of Theorem 4.4 were already known in the literature: the asymptotics for fixed $s$ follows from [36], while the results in [33] imply the same asymptotics for $s=W(n)-\Omega\left(W(n)^{1 / 2}\right)$. To the best of our knowledge, the exact expressions in terms of Bell numbers were not stated before. Theorem 4.2 additionally allows us to express and bound the variance of the number of edges:

Corollary 4.5. The variance of the number of edges $\mathrm{M}_{n, 1 / 2}$ is given by

$$
\operatorname{Var}\left(\mathbf{M}_{n, 1 / 2}\right)=\binom{n}{2}^{2} \frac{B_{n-1}}{B_{n}}\left[\frac{B_{n-2}}{B_{n-1}}-\frac{B_{n-1}}{B_{n}}\right]+\binom{n}{2}\left[\frac{B_{n-1}}{B_{n}}-\frac{B_{n-2}}{B_{n}}\right]
$$

and $\operatorname{Var}\left(\mathbf{M}_{n, 1 / 2}\right)=\Omega(n \log n)$.
Proof. Let us write $\mathrm{M}_{n, 1 / 2}=\sum_{1 \leq i<j \leq n} \mathbf{I}_{i j}$ by means of the (random) adjacency matrix of the graph, where $\mathbf{I}_{i j}=1$ if $i$ and $j$ are connected in $\mathbf{C G}_{n, 1 / 2}$. Hence,

$$
\operatorname{Var}\left(\mathbf{M}_{n}\right)=\sum_{1 \leq i_{1}<j_{1} \leq n} \sum_{1 \leq i_{2}<j_{2} \leq n} \operatorname{Cov}\left(\mathbf{I}_{i_{1} j_{1}}, \mathbf{I}_{i_{2} j_{2}}\right) .
$$

Note that the covariance $\operatorname{Cov}\left(\mathbf{I}_{i_{1} j_{1}}, \mathbf{I}_{i_{2} j_{2}}\right)$ only depends on the overlap between $\left\{i_{1}, j_{1}\right\}$ and $\left\{i_{2}, j_{2}\right\}$ : if $\left|\left\{i_{1}, j_{1}\right\} \cap\left\{i_{2}, j_{2}\right\}\right|=2$, i.e., $\left\{i_{1}, j_{1}\right\}=\left\{i_{2}, j_{2}\right\}$, then

$$
\operatorname{Cov}\left(\mathbf{I}_{i_{1} j_{1}}, \mathbf{I}_{i_{2} j_{2}}\right)=\operatorname{Var}\left(\mathbf{I}_{i_{1} j_{1}}\right)=\frac{B_{n-1}}{B_{n}}\left(1-\frac{B_{n-1}}{B_{n}}\right) .
$$

For the other cases, we write $\operatorname{Cov}\left(\mathbf{I}_{i_{1} j_{1}}, \mathbf{I}_{i_{2} j_{2}}\right)=\mathbb{E}\left[\mathbf{I}_{i_{1} j_{1}} \mathbf{I}_{i_{2} j_{2}}\right]-\mathbb{E}\left[\mathbf{I}_{i_{1} j_{1}}\right]^{2}$ and will argue that $\mathbb{E}\left[\mathbf{I}_{i_{1} j_{1}} \mathbf{I}_{i_{2} j_{2}}\right]=$ $\frac{B_{n-2}}{B_{n}}$, whenever $\left|\left\{i_{1}, j_{1}\right\} \cap\left\{i_{2}, j_{2}\right\}\right|<2$.

■ When the overlap is 1 , then we can assume w.l.o.g. that $j_{1}=i_{2}$. Then $\mathbf{I}_{i_{1} j_{1}} \mathbf{I}_{j_{1} j_{2}}=1$ whenever the vertex-triplet $\left\{i_{1}, j_{1}, j_{2}\right\}$ is in the same set (and, therefore, clique). Each partition of [ $n$ ] where the vertices $i_{1}, j_{1}, j_{2}$ are in the same set, can equivalently be considered as a partition of the set $\left([n] \backslash\left\{i_{1}, j_{1}, j_{2}\right\}\right) \cup\left\{\left(i_{1}, j_{1}, j_{2}\right)\right\}$, which has $n-2$ elements.

- Similarly, when the overlap is 0 , then $\mathbf{I}_{i_{1} j_{1}} \mathbf{I}_{i_{2} j_{2}}=1$ whenever $i_{1}, j_{1}$ are in the same set and $i_{2}, j_{2}$ are in the same set. Each such partition can equivalently be considered as a partition of the set $\left([n] \backslash\left\{i_{1}, j_{1}, j_{1}, j_{2}\right\}\right) \cup\left\{\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right)\right\}$. Again, this set has $n-2$ elements.

Thus, by similar reasoning as in Theorem 4.1, both cases lead to a probability $\frac{B_{n-2}}{B_{n}}$. We have obtained

$$
\operatorname{Var}\left(\mathbf{M}_{n}\right)=\binom{n}{2} \cdot\left[\frac{B_{n-1}}{B_{n}}-\left(\frac{B_{n-1}}{B_{n}}\right)^{2}\right]+\left[\binom{n}{2}^{2}-\binom{n}{2}\right] \cdot\left[\frac{B_{n-2}}{B_{n}}-\left(\frac{B_{n-1}}{B_{n}}\right)^{2}\right]
$$

which can be rewritten to the desired expression. Using the lower bound from Theorem 4.2, we get $\operatorname{Var}\left(\mathbf{M}_{n}\right) \geq\binom{ n}{2}\left[\frac{B_{n-1}}{B_{n}}-\frac{B_{n-2}}{B_{n}}\right] \sim\binom{n}{2} \frac{B_{n-1}}{B_{n}} \sim \frac{n}{2} \log n$.

Later, Theorem 4.6 will provide the more precise asymptotics $\operatorname{Var}\left(\mathbf{M}_{n, 1 / 2}\right) \sim \frac{1}{4} n \log (n)^{2}$, but the established lower bounds will show to be helpful in the proof.

### 4.2 Degree distribution

Corollary 4.3 allows us to prove several properties of the degree $\mathbf{D}_{n, 1 / 2}$ of a random vertex. Note that the degree of a randomly chosen vertex is equal to its clique size minus one.

Proof of Theorem 1.3 (ii), first statement. We start with proving the first statement in Part (ii) and derive the asymptotic equality of the PGF of $S_{n}$ and the one of an appropriate Poisson random variable. We derive for the PGF of $S_{n}$,

$$
\begin{align*}
\mathrm{PGF}_{\mathbf{S}_{n}}(z) & =\sum_{s=1}^{n} \mathbb{P}\left(\mathbf{S}_{n}=s\right) z^{s}=\sum_{s=1}^{n}\binom{n-1}{s-1} \frac{B_{n-s}}{B_{n}} z^{s} \\
& =\frac{1}{n} \sum_{s=1}^{n} \frac{1}{(s-1)!}\left(\frac{n B_{n-1}}{B_{n}} z\right)^{s}\left(1+\mathcal{O}\left(s^{2} / n\right)\right) \\
& =\frac{1}{n} \sum_{s=1}^{n} \frac{s}{s!}\left(\frac{n B_{n-1}}{B_{n}} z\right)^{s}+\mathcal{O}\left(\frac{1}{n^{2}} \sum_{s=1}^{n} \frac{s^{3}}{s!}\left(\frac{n B_{n-1}}{B_{n}} z\right)^{s}\right)  \tag{26}\\
& =\frac{1}{n} \sum_{s=1}^{n} \frac{s}{s!}\left(\kappa_{n} z\right)^{s}+\mathcal{O}\left(\frac{1}{n^{2}} \sum_{s=1}^{n} \frac{s^{3}}{s!}\left(\kappa_{n} z\right)^{s}\right)
\end{align*}
$$

where $\kappa_{n}=\frac{n B_{n-1}}{B_{n}}$. We now show that, by introducing a small correction, these sums can be extended to infinity. Let us consider $\frac{s^{r}}{s!}\left(\kappa_{n} z\right)^{s}, r \in\{1,3\}$, to include both terms in 26. We obtain

$$
\begin{aligned}
\left|\frac{s^{r}}{s!}\left(\kappa_{n} z\right)^{s}\right| & =\frac{s^{r}}{s!}\left(\kappa_{n}|z|\right)^{s}=\exp \left(-s \log s+s+\mathcal{O}(\log s)+s\left(\log \kappa_{n}+\log |z|\right)\right) \\
& =\exp \left(s\left(\log \kappa_{n}+\log |z|+1-\log s\right)+\mathcal{O}(\log s)\right)
\end{aligned}
$$

Note that $\kappa_{n}=W(n)+o(1)$ so that for $s>n$, we have

$$
\log \kappa_{n}+\log |z|+1-\log s<\log (W(n)+o(1))+\log |z|+1-\log n \rightarrow-\infty
$$

Thus, for any $\varepsilon>0$, there is a $N(\varepsilon)<\infty$ such that for all $s>n>N(\varepsilon)$ we have

$$
\left|\frac{s^{r}}{s!}\left(\kappa_{n} z\right)^{s}\right|<\varepsilon^{s}
$$

so that

$$
\left|\sum_{s=n+1}^{\infty} \frac{s^{r}}{s!}\left(\kappa_{n} z\right)^{s}\right|<\sum_{s=n+1}^{\infty} \varepsilon^{s}=\frac{\varepsilon^{n+1}}{1-\varepsilon}=o(1)
$$

This results in

$$
\sum_{s=1}^{n} \frac{s^{r}}{s!}\left(\kappa_{n} z\right)^{s}=\sum_{s=1}^{\infty} \frac{s^{r}}{s!}\left(\kappa_{n} z\right)^{s}+o(1)
$$

Thus, we can extend the sums in (26) to infinity:

$$
\operatorname{PGF}_{\mathbf{S}_{n}}(z)=\frac{1}{n} \sum_{s=1}^{\infty} \frac{s}{s!}\left(\kappa_{n} z\right)^{s}+\mathcal{O}\left(\frac{1}{n^{2}} \sum_{s=1}^{\infty} \frac{s^{3}}{s!}\left(\kappa_{n} z\right)^{s}\right)+o(1) .
$$

We now rewrite the error term

$$
\frac{1}{n^{2}} \sum_{s=1}^{\infty} \frac{s^{3}}{s!}\left(\kappa_{n} z\right)^{s}=\left.\frac{1}{n^{2}}\left(x \partial_{x}\right)^{3} e^{x}\right|_{x=\kappa_{n} z}=\left.\frac{1}{n^{2}} x\left(1+3 x+x^{2}\right) e^{x}\right|_{x=\kappa_{n} z}=\mathcal{O}\left(\frac{\kappa_{n}^{3}}{n^{2}} e^{\kappa_{n} z}\right)
$$

Lemma 4.1 tells us that $\kappa_{n}=W(n)+o(1)$. We write

$$
\frac{\kappa_{n}^{3}}{n^{2}} e^{\kappa_{n} z} \sim \frac{W(n)^{3}}{n^{2}} e^{W(n) z}=W(n) \frac{W(n)^{2} e^{2 W(n)}}{n^{2}} e^{(z-2) W(n)}=W(n) e^{(z-2) W(n)}
$$

Thus, our error term is $\mathcal{O}\left(W(n) e^{(z-2) W(n)}\right)$. Similarly, we write

$$
\sum_{s=1}^{\infty} \frac{1}{(s-1)!}\left(\kappa_{n} z\right)^{s}=\left.\left(x \partial_{x}\right) e^{x}\right|_{x=\kappa_{n} z}=\left.x e^{x}\right|_{x=\kappa_{n} z}=\kappa_{n} z e^{\kappa_{n} z} \sim z n e^{(z-1) W(n)}
$$

where we again used $\kappa_{n}=W(n)+o(1)$. After dividing this by $n$, we get something of the order $\mathcal{O}\left(e^{(z-1) W(n)}\right)$, which is of larger order than our error term $\mathcal{O}\left(W(n) e^{(z-2) W(n)}\right)$. Everything combined, we thus conclude

$$
\operatorname{PGF}_{\mathbf{S}_{n}}(z) \sim z e^{(z-1) W(n)}
$$

The result follows from the fact that $\mathbf{D}_{n, 1 / 2}=\mathbf{S}_{n, 1 / 2}-1$, so that $\mathrm{PGF}_{\mathbf{D}_{n}}(z)=\mathrm{PGF}_{\mathbf{S}_{n}}(z) / z$.
In order to prove the second statement in Part (ii) of the theorem, we first require the result of Corollary 1.4 , which we prove next.

Proof of Corollary 1.4. We have to show that

$$
\frac{\mathbf{D}_{n, 1 / 2}-W(n)}{\sqrt{W(n)}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution, as $n \rightarrow \infty$. We obtain the Moment Generating Function (MGF) of $\mathbf{D}_{n}$ by substituting $z=e^{\alpha}$ in the PGF. That is, $\operatorname{MGF}_{\mathbf{D}_{n}}(\alpha)=\operatorname{PGF}_{\mathbf{D}_{n}}\left(e^{\alpha}\right)$. To show that $\sigma^{-1} \cdot\left(\mathbf{D}_{n}-\mu_{n}\right)$ converges in distribution to a standard Gaussian, we show that its MGF converges to the MGF of a standard Gaussian. That is, we prove that

$$
\operatorname{MGF}_{\mathbf{D}_{n}}\left(\frac{\alpha}{\sigma_{n}}\right) e^{-\frac{\alpha \mu_{n}}{\sigma_{n}}} \rightarrow e^{\frac{\alpha^{2}}{2}},
$$

for every $\alpha$. We use the asymptotics from the first statement of Theorem 1.3 (ii) and get

$$
\begin{aligned}
\operatorname{MGF}_{\mathbf{D}_{n}} & \left(\frac{\alpha}{\sigma_{n}}\right) e^{-\frac{\alpha \mu_{n}}{\sigma_{n}}} \\
& \sim e^{\left(e^{\alpha / \sqrt{W(n)}}-1\right) \cdot W(n)} e^{-\frac{\alpha W(n)}{\sqrt{W(n)}}} \\
& =\exp \left(\left(1+\alpha W(n)^{-1 / 2}+\frac{\alpha^{2}}{2} W(n)^{-1}+\mathcal{O}\left(W(n)^{-3 / 2}\right)-1\right) \cdot W(n)-\alpha \sqrt{W(n)}\right) \\
& =\exp \left(\frac{\alpha^{2}}{2}+\mathcal{O}\left(W(n)^{-1 / 2}\right)\right) \longrightarrow e^{\frac{\alpha^{2}}{2}}
\end{aligned}
$$

as required.

Proof of Theorem 1.3 (ii), second statement. We now finish the proof of Part (ii) of Theorem 1.3. Recall that the total variation (TV) distance is given by

$$
d_{T V}\left(\mathbf{D}_{n}, X_{n}\right)=\frac{1}{2} \sum_{d=0}^{\infty}\left|\mathbb{P}\left(\mathbf{D}_{n}=d\right)-\mathbb{P}\left(X_{n}=d\right)\right|
$$

From Theorem 1.4 , it follows that $\frac{\mathbf{D}_{n}-W(n)}{\sqrt{W(n)}} \rightarrow \mathcal{N}(0,1)$ in distribution, so that

$$
\mathbb{P}\left(\left|\mathbf{D}_{n}-W(n)\right|>W(n)^{3 / 4}\right)=\mathbb{P}\left(\left|\frac{\mathbf{D}_{n}-W(n)}{\sqrt{W(n)}}\right|>W(n)^{1 / 4}\right) \longrightarrow 0
$$

The same holds true for our Poisson random variable, i.e.

$$
\mathbb{P}\left(\left|X_{n}-W(n)\right|>W(n)^{3 / 4}\right) \rightarrow 0
$$

Let us define the set $\Delta_{n}$, given by

$$
\Delta_{n}=\left[W(n)-W(n)^{3 / 4}, W(n)+W(n)^{3 / 4}\right] \cap \mathbb{Z}
$$

and define

$$
d_{n}=\arg \max _{d \in \Delta_{n}}\left|\mathbb{P}\left(\mathbf{D}_{n}=d\right)-\mathbb{P}\left(X_{n}=d\right)\right|
$$

We can bound

$$
\begin{align*}
d_{T V}\left(\mathbf{D}_{n}, X_{n}\right) & =\frac{1}{2} \sum_{d=0}^{\infty}\left|\mathbb{P}\left(\mathbf{D}_{n}=d\right)-\mathbb{P}\left(X_{n}=d\right)\right| \\
& <\frac{1}{2} \sum_{d \in \Delta_{n}}^{\infty}\left|\mathbb{P}\left(\mathbf{D}_{n}=d\right)-\mathbb{P}\left(X_{n}=d\right)\right|+\frac{1}{2}\left(\mathbb{P}\left(\mathbf{D}_{n} \notin \Delta_{n}\right)+\mathbb{P}\left(X_{n} \notin \Delta_{n}\right)\right)  \tag{27}\\
& <\frac{\left|\Delta_{n}\right|}{2}\left|\mathbb{P}\left(\mathbf{D}_{n}=d_{n}\right)-\mathbb{P}\left(X_{n}=d_{n}\right)\right|+\frac{1}{2}\left(\mathbb{P}\left(\mathbf{D}_{n} \notin \Delta_{n}\right)+\mathbb{P}\left(X_{n} \notin \Delta_{n}\right)\right)
\end{align*}
$$

In the remainder of the proof, we prove that for $d=\mathcal{O}(\log n)$,

$$
\mathbb{P}\left(\mathbf{D}_{n}=d\right)=\mathbb{P}\left(X_{n}=d\right)\left(1+\mathcal{O}\left(\frac{\log \log n}{\log n}\right)\right)
$$

We inspect the fraction:

$$
\begin{aligned}
& \frac{\mathbb{P}\left(\mathbf{D}_{n}=d\right)}{\mathbb{P}\left(X_{n}=d\right)}=\frac{\mathbb{P}\left(\mathbf{S}_{n}=d+1\right)}{\mathbb{P}\left(X_{n}=d\right)}=\frac{\binom{n-1}{d} \frac{B_{n-d-1}}{B_{n}}}{e^{-W(n) \frac{W(n)}{d}}}=\frac{\frac{(n-1)!}{d!}}{(n-d-1)!d!} \frac{B_{n-d-1}}{B_{n}} \\
& \frac{W(n))^{d+1}}{n \cdot d!} \\
&=W(n)^{-d-1} \frac{n!}{B_{n}} \frac{B_{n-d-1}}{(n-d-1)!}=W(n)^{-d-1} \prod_{i=0}^{d}(n-i) \frac{B_{n-i-1}}{B_{n-i}}
\end{aligned}
$$

We take $d=\mathcal{O}(\log n)$ and use Lemma 4.2 to write $(n-i) \frac{B_{n-i-1}}{B_{n-i}}=W(n-i)+\mathcal{O}\left(\frac{\log \log n}{\log n}\right)$ :

$$
\begin{aligned}
\frac{\mathbb{P}\left(\mathbf{D}_{n}=d\right)}{\mathbb{P}\left(X_{n}=d\right)} & =\prod_{i=0}^{d} \frac{W(n-i)+\mathcal{O}\left(\frac{\log \log (n-i)}{\log (n-i)}\right)}{W(n)}=\prod_{i=0}^{d}\left(1+\mathcal{O}\left(\frac{i}{n \log n}\right)+\mathcal{O}\left(\frac{\log \log n}{(\log n)^{2}}\right)\right) \\
& =1+\mathcal{O}\left(\frac{d \log \log n}{(\log n)^{2}}\right)=1+\mathcal{O}\left(\frac{\log \log n}{\log n}\right)
\end{aligned}
$$

where we used $d=\mathcal{O}(\log n)$ in the last step. Note that $d_{n}<W(n)+W(n)^{3 / 4}=\mathcal{O}(\log n)$, so that the bound in (27) is

$$
\begin{aligned}
d_{T V}\left(\mathbf{D}_{n}, X_{n}\right) & <\frac{\left|\Delta_{n}\right|}{2}\left|\mathbb{P}\left(\mathbf{D}_{n}=d_{n}\right)-\mathbb{P}\left(X_{n}=d_{n}\right)\right|+\frac{1}{2}\left(\mathbb{P}\left(\mathbf{D}_{n} \notin \Delta_{n}\right)+\mathbb{P}\left(X_{n} \notin \Delta_{n}\right)\right) \\
& =\mathcal{O}\left((\log n)^{3 / 4}\right) \cdot \mathcal{O}\left(\frac{\log \log n}{\log n}\right)+o(1)=o(1) .
\end{aligned}
$$

### 4.3 Number of edges

We now use the saddle point method to prove that the edges satisfy the Gaussian limit law that is claimed in Theorem 1.2 (ii). Unfortunately, it is not possible to apply Theorem 2.8 to $\mathbf{M}_{n, 1 / 2}$ as its MGF is given by $B_{n}\left(e^{t}\right) / B_{n}$, which diverges for every positive $t$. This is a consequence of the fact that $B_{n}(w)=\left[z^{n}\right] e^{C(w, z)}$, while $C(w, z)$ diverges for all $|w|>1$, reflecting the phase transition at $w=1$. To circumvent this divergence, we move along the imaginary axis and derive the characteristic function of $\mathbf{M}_{n, 1 / 2}$, which requires us to perform the saddle point analysis from scratch. Because we are working with characteristic functions, we have to consider series with complex coefficients instead of restricting to real coefficients.

Proposition 4.6. Let $\mu_{n}=\mathbb{E} \mathbf{M}_{n, 1 / 2}$ and $\sigma_{n}^{2}=\operatorname{Var}\left(\mathbf{M}_{n, 1 / 2}\right)$. The number of edges satisfies a Gaussian limit law with $\mu_{n} \sim \frac{1}{2} n W(n)$ and $\sigma_{n}^{2} \sim \frac{1}{4} n W(n)^{2}$. That is,

$$
\frac{\mathbf{M}_{n, 1 / 2}-\frac{1}{2} n W(n)}{\frac{1}{2} W(n) \sqrt{n}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution, as $n \rightarrow \infty$.
Proof. To prove this result, it is sufficient to focus on asymptotics up to polynomial orders of $W(n)$. To that end, we write $f_{n}=\tilde{\mathcal{O}}\left(g_{n}\right)$ whenever $f_{n} / g_{n}$ is bounded by a polynomial in $W(n)$. For example, we may write $n=\tilde{\mathcal{O}}\left(e^{W(n)}\right)$. To prove Theorem 4.6, we make use of Theorems 3.1 to 3.3. We
use the saddle point method to prove that the characteristic function of this rescaled random variable converges to the characteristic function of a Gaussian. That is, for all $\alpha \in \mathbb{R}$, we prove

$$
\mathbb{E}\left[\exp \left(i \alpha \frac{\mathbf{M}_{n}-\mu_{n}}{\sigma_{n}}\right)\right]=\frac{B_{n}\left(e^{i \alpha / \sigma_{n}}\right)}{B_{n}} e^{-i \alpha \frac{\mu_{n}}{\sigma_{n}}} \rightarrow e^{-\alpha^{2} / 2}
$$

We are thus interested in deriving the asymptotics of

$$
\mathbb{E}\left[e^{i s \mathbf{M}_{n}}\right]=\frac{B_{n}\left(e^{i s}\right)}{B_{n}}=\frac{n!\left[z^{n}\right] e^{C\left(e^{i s}, z\right)}}{n!\left[z^{n}\right] e^{C(1, z)}}
$$

We use Cauchy's integration formula to rewrite

$$
\begin{align*}
B_{n}\left(e^{i s}\right) & =n!\left[z^{n}\right] e^{C\left(e^{i s}, z\right)}=\frac{n!}{2 \pi i} \oint \frac{e^{C\left(e^{i s}, z\right)}}{z^{n+1}} d z=\frac{n!}{2 \pi} \int_{-\pi}^{\pi} \frac{e^{C\left(e^{i s}, \zeta e^{i \theta}\right)}}{\zeta^{n} e^{n i \theta}} d \theta \\
& =\frac{n!}{2 \pi} \int_{-\pi}^{\pi} e^{C\left(e^{i s}, \zeta e^{i \theta}\right)-n i \theta-n \log \zeta} d \theta \tag{28}
\end{align*}
$$

where we substituted $z=\zeta e^{i \theta}$ with $d z=i \zeta e^{i \theta} d \theta$. We find a saddle point by substituting $\theta=0$ and taking the derivative of the log of the integrand w.r.t. $\zeta$ :

$$
\partial_{\zeta}\left[C\left(e^{i s}, \zeta\right)-n \log \zeta\right]=\partial_{\zeta} C\left(e^{i s}, \zeta\right)-\frac{n}{\zeta}=0
$$

Multiplying by $\zeta$ we obtain

$$
\begin{equation*}
\zeta \partial_{\zeta} C\left(e^{i s}, \zeta\right)=C_{1}\left(e^{i s}, \zeta\right)=n \tag{29}
\end{equation*}
$$

We do not aim to find the saddle point exactly. Instead, we derive an approximate saddle point $\zeta_{s}$ as an explicit function of $W(n)$ and $s$. We only need asymptotics for $s=\mathcal{O}\left(\sigma_{n}^{-1}\right)=\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$, since Theorem 4.5 tells us that $\sigma_{n}^{2}=\Omega(n \log n)$. We use the saddle point from Theorem 3.3

$$
\zeta_{s}=W(n) \exp \left(a_{1} s+\frac{a_{2}}{2} s^{2}\right)
$$

which tells us that the $a_{1}, a_{2}$ for which the linear and quadratic terms of Theorem 3.2 in $s$ cancel, are given by

$$
a_{1}=-\frac{i}{2}\left(\frac{c_{3}}{c_{2}}-1\right), \quad \text { and } \quad a_{2}=\frac{1}{c_{2}}\left(\frac{1}{4}\left(c_{5}-c_{4}+c_{3}\right)-a_{1}^{2} c_{3}-a_{1} i\left(c_{4}-c_{3}\right)\right)
$$

where $c_{r}=C_{r}(1, W(n))$. Note that $\operatorname{Re}\left(a_{1}\right)=0$ and $\operatorname{Im}\left(a_{2}\right)=0$, so that $\left|\zeta_{s}\right|=W(n) \cdot e^{\frac{a_{2}}{2} s^{2}}=$ $W(n)+\tilde{\mathcal{O}}\left(s^{2}\right)$ and $\operatorname{Arg}\left(\zeta_{s}\right)=\operatorname{Im}\left(a_{1}\right) s$. We now split the integration of 28 into three parts: Firstly, there is the central part, consisting of $\theta$ with $|\theta| \leq \varepsilon=e^{-\frac{2}{5} W(n)}$. Secondly, the short tails are defined by $|\theta| \in(\varepsilon, \delta)$, for $\delta=e^{-W(n) / 5}$. And finally, the long tails are defined by $|\theta| \in(\delta, \pi]$. That is,

$$
\begin{align*}
& B_{n}\left(e^{i s}\right) \\
& \quad=\frac{n!}{2 \pi \zeta_{s}^{n}}\left[\int_{|\theta| \leq \varepsilon} e^{C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)-n i \theta} d \theta+\int_{\varepsilon<|\theta| \leq \delta} e^{C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)-n i \theta} d \theta+\int_{\delta<|\theta| \leq \pi} e^{C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)-n i \theta} d \theta\right] \tag{30}
\end{align*}
$$

We show that the contribution of the central part will give us the desired asymptotics, while the contributions of the short and long tails will be negligible.

The central part. To approximate the integral in the range $|\theta| \leq \varepsilon$, we take the Taylor expansion of $C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)$ around $\theta=0$. Recall that $C_{r}(w, z)=\left(z \partial_{z}\right)^{r} C(w, z)$. We obtain

$$
C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)=C\left(e^{i s}, \zeta_{s}\right)+\theta i C_{1}\left(e^{i s}, \zeta_{s}\right)-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)+\int_{0}^{\theta} \frac{(\theta-t)^{2}}{2} C_{3}\left(e^{i s}, \zeta_{s} e^{i t}\right) d t
$$

Note that the first term is constant w.r.t. $\theta$, so that it can be taken out of the integral. The part of the exponent of (28) that does depend on $\theta$ is given by

$$
\theta i C_{1}\left(e^{i s}, \zeta_{s}\right)-n i \theta-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s} e^{i \theta}\right)+\int_{0}^{\theta} \frac{(\theta-t)^{2}}{2} C_{3}\left(e^{i s}, \zeta_{s} e^{i t}\right) d t
$$

Notice that the linear term in $\theta$ is $\tilde{\mathcal{O}}\left(s^{3} e^{W(n)}\right)=\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$ by our choice of $\zeta_{s}$ from Theorem 3.3 and because $s=\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$. To bound the remainder integral, we take its absolute value:

$$
\begin{aligned}
\left|\int_{0}^{\theta} \frac{(\theta-t)^{2}}{2} C_{3}\left(e^{i s}, \zeta_{s} e^{i t}\right) d t\right| & \leq \int_{0}^{|\theta|} \frac{(|\theta|-t)^{2}}{2}\left|C_{3}\left(e^{i s}, \zeta_{s} e^{i t}\right)\right| d t \\
& \leq \int_{0}^{|\theta|} \frac{(|\theta|-t)^{2}}{2} C_{3}\left(1,\left|\zeta_{s}\right|\right) d t=C_{3}\left(1,\left|\zeta_{s}\right|\right) \int_{0}^{|\theta|} \frac{t^{2}}{2} d t \\
& =\frac{|\theta|^{3}}{6} C_{3}\left(1,\left|\zeta_{s}\right|\right) \sim \tilde{\mathcal{O}}\left(\theta^{3} e^{W(n)}\right),
\end{aligned}
$$

where in the last passage we used Lemma 3.1 and 3.2. Thus, for $|\theta| \leq \varepsilon$, the integral is of the order $\tilde{\mathcal{O}}\left(\varepsilon^{3} e^{W(n)}\right)=\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right)$, being $\varepsilon=e^{-\frac{2}{5} W(n)}$. Notice that this is of a higher order than the $\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$ term from the linear term in $\theta$. We have thus obtained

$$
\begin{equation*}
\int_{|\theta| \leq \varepsilon} e^{C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)-n i \theta} d \theta=e^{C\left(e^{i s}, \zeta_{s}\right)} \int_{|\theta| \leq \varepsilon} \exp \left(-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)+\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right)\right) d \theta \tag{31}
\end{equation*}
$$

To deal with the error term in the exponent, we use $\exp \left(\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right)\right)=1+\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right)$ to write

$$
\begin{align*}
\int_{|\theta| \leq \varepsilon} & \exp \left(-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)+\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right)\right) d \theta \\
& =\int_{|\theta| \leq \varepsilon} e^{-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)} d \theta+\int_{|\theta| \leq \varepsilon} e^{-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)} \cdot \tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right) d \theta . \tag{32}
\end{align*}
$$

We bound the second integral by taking its absolute value

$$
\begin{aligned}
\left|\int_{|\theta| \leq \varepsilon} e^{-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)} \cdot \tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right) d \theta\right| & \leq \int_{|\theta| \leq \varepsilon} e^{-\frac{\theta^{2}}{2} \operatorname{Re}\left(C_{2}\left(e^{i s}, \zeta_{s}\right)\right)} \cdot \tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right) d \theta \\
& \leq \tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right) \cdot \int_{-\infty}^{\infty} e^{-\frac{\theta^{2}}{2} \operatorname{Re}\left(C_{2}\left(e^{i s}, \zeta_{s}\right)\right)} d \theta
\end{aligned}
$$

We then perform the substitution $z=\theta \sqrt{\operatorname{Re}\left(C_{2}\left(e^{i s}, \zeta_{s}\right)\right)}$ to rewrite this to

$$
\begin{equation*}
\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right) \cdot \frac{1}{\sqrt{\operatorname{Re}\left(C_{2}\left(e^{i s}, \zeta_{s}\right)\right)}} \int_{-\infty}^{\infty} e^{-\frac{z^{2}}{2}} d z=\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right) \cdot \sqrt{\frac{2 \pi}{\operatorname{Re}\left(C_{2}\left(e^{i s}, \zeta_{s}\right)\right)}}=\tilde{\mathcal{O}}\left(e^{-\frac{7}{10} W(n)}\right), \tag{33}
\end{equation*}
$$

since $C_{2}\left(e^{i s}, \zeta_{s}\right) \sim c_{2} \sim W(n)^{2} e^{W(n)}$ by Theorems 3.1 and 3.2 We will now inspect the main contribution of (32) and show that it is of a higher order than $\tilde{\mathcal{O}}\left(e^{-\frac{7}{10} W(n)}\right)$, so that this error term is indeed negligible.
We use a similar substitution $z=\theta \sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)}$ to write

$$
\int_{|\theta| \leq \varepsilon} e^{-\frac{\theta^{2}}{2} C_{2}\left(e^{i s}, \zeta_{s}\right)} d \theta=\frac{1}{\sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)}} \int_{-\varepsilon \sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)}}^{\varepsilon \sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)}} e^{-\frac{z^{2}}{2}} d z
$$

Again, $C_{2}\left(e^{i s}, \zeta_{s}\right) \sim c_{2}$ by Theorem 3.2, so that by Theorem 3.1, we have $\varepsilon \sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)} \sim$ $W(n) e^{W(n) / 10} \rightarrow \infty$. Therefore,

$$
\frac{1}{\sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)}} \int_{-\varepsilon \sqrt{C_{2}\left(e^{i s}, \zeta_{s}\right)}}^{\varepsilon \sqrt{C_{2}\left(e^{i s,}, \zeta_{s}\right)}} e^{-\frac{z^{2}}{2}} d z \sim \frac{1}{\sqrt{c_{2}}} \int_{-\infty}^{\infty} e^{-\frac{z^{2}}{2}} d z=\sqrt{\frac{2 \pi}{c_{2}}}
$$

This is of the order $\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$, so that 33 ) is indeed negligible. In conclusion, going back to 31, the first integral of (30) (central part) has asymptotics

$$
\int_{|\theta| \leq \varepsilon} e^{C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)-n i \theta} d \theta \sim \sqrt{\frac{2 \pi}{c_{2}}} e^{C\left(e^{i s}, \zeta_{s}\right)}
$$

The tails. Now, for the short and long tails, we will show that the contribution is of a lower order than $e^{C\left(e^{i s}, \zeta_{s}\right)} c_{2}^{-1 / 2}$. We rewrite the absolute value of the integrand:

$$
\left|e^{C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)-n i \theta}\right|=\exp \left(\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right)\right)
$$

Thus it is sufficient to show that for all $|\theta|>\varepsilon$, it holds that

$$
\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right)-\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s}\right)\right)+\frac{1}{2} \log c_{2} \rightarrow-\infty
$$

Note that $\log c_{2}=W(n)+\mathcal{O}(\log W(n))=\tilde{\mathcal{O}}(1)$. In addition, Theorem 3.2 tells us that

$$
C\left(e^{i s}, \zeta_{s}\right)=c_{0}+s \cdot\left(a_{1} c_{1}+\frac{i}{2}\left(c_{2}-c_{1}\right)\right)+\tilde{\mathcal{O}}(1)
$$

Since $\operatorname{Re}\left(a_{1}\right)=0$, this yields $\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s}\right)\right)=c_{0}+\tilde{\mathcal{O}}(1)=e^{W(n)}+\tilde{\mathcal{O}}(1)$. In conclusion, it is sufficient to prove that for all $|\theta|>\varepsilon$, it holds that

$$
\begin{equation*}
\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right)-e^{W(n)}+\tilde{\mathcal{O}}(1) \rightarrow-\infty \tag{34}
\end{equation*}
$$

where the divergence needs to be faster than any polynomial in $W(n)$.
We take the expansion of $C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)$ w.r.t. $s$ in the first argument and use the relation $\partial_{w=1} C(w, z)=$ $\frac{1}{2 w}\left(C_{2}(w, z)-C_{1}(w, z)\right)=z^{2} e^{z}$

$$
\begin{align*}
\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right) & =\operatorname{Re}\left(C\left(1, \zeta_{s} e^{i \theta}\right)+\frac{i s}{2}\left(C_{2}\left(1, \zeta_{s} e^{i \theta}\right)-C_{1}\left(1, \zeta_{s} e^{i \theta}\right)\right)+\tilde{\mathcal{O}}\left(s^{2} e^{\zeta_{0}}\right)\right)  \tag{35}\\
& =\operatorname{Re}\left(e^{\zeta_{s} e^{i \theta}}\right)+\operatorname{Re}\left(\frac{i s}{2} \zeta_{s}^{2} e^{2 i \theta} e^{\zeta_{s} e^{i \theta}}\right)+\tilde{\mathcal{O}}(1)
\end{align*}
$$

We compute the real parts of these terms:

$$
\begin{aligned}
\operatorname{Re}\left(e^{\zeta_{s} e^{i \theta}}\right) & \left.=\left|e^{\zeta_{s} e^{i \theta}}\right| \cos \operatorname{Arg}\left(e^{\zeta_{s} e^{i \theta}}\right)=e^{\operatorname{Re}\left(\zeta_{s} e^{i \theta}\right.}\right) \cos \operatorname{Im}\left(\zeta_{s} e^{i \theta}\right) \\
& =e^{\left|\zeta_{s}\right| \cos \left(\operatorname{Arg} \zeta_{s}+\theta\right)} \cos \left(\left|\zeta_{s}\right| \sin \left(\operatorname{Arg} \zeta_{s}+\theta\right)\right)
\end{aligned}
$$

We now get rid of $\left|\zeta_{s}\right|$ and $\operatorname{Arg} \zeta_{s}$. We write $\cos \left(\theta+\operatorname{Arg} \zeta_{s}\right)=\cos (\theta) \cos \operatorname{Arg} \zeta_{s}-\sin (\theta) \sin \operatorname{Arg} \zeta_{s}$ and use $\left|\zeta_{s}\right|=W(n) e^{a_{2} s^{2} / 2}=W(n)+\tilde{\mathcal{O}}\left(s^{2}\right)$, and $\operatorname{Arg} \zeta_{s}=\operatorname{Im}\left(a_{1}\right) s=-\frac{s}{2} \frac{W(n)^{2}+2 W(n)}{W(n)+1}$, so that $\cos \operatorname{Arg} \zeta_{s}=1+\tilde{\mathcal{O}}\left(s^{2}\right)$ and $\sin \operatorname{Arg} \zeta_{s}=-\frac{s}{2} \frac{W(n)^{2}+2 W(n)}{W(n)+1}+\tilde{\mathcal{O}}\left(s^{3}\right)$.
This allows us to rewrite the exponent to

$$
\left|\zeta_{s}\right| \cos \left(\theta+\operatorname{Arg} \zeta_{s}\right)=W(n) \cos \theta+\frac{s}{2} \frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \sin \theta+\tilde{\mathcal{O}}\left(s^{2}\right)
$$

so that

$$
e^{\left|\zeta_{s}\right| \cos \left(\theta+\operatorname{Arg} \zeta_{s}\right)}=e^{W(n) \cos \theta}\left(1+\frac{s}{2} \frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \sin \theta\right)+\tilde{\mathcal{O}}(1)
$$

For the other factor, we write

$$
\begin{aligned}
\cos \left(\left|\zeta_{s}\right| \sin \left(\theta+\operatorname{Arg} \zeta_{s}\right)\right) & =\cos \left(\left(W(n)+\tilde{\mathcal{O}}\left(s^{2}\right)\right) \cdot\left(\sin \theta-\frac{s}{2} \frac{W(n)^{2}+2 W(n)}{W(n)+1} \cos \theta+\tilde{\mathcal{O}}\left(s^{2}\right)\right)\right) \\
& =\cos \left(W(n) \sin \theta-\frac{s}{2} \frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \cos \theta\right)+\tilde{\mathcal{O}}\left(s^{2}\right) \\
& =\cos (W(n) \sin \theta)+\sin (W(n) \sin \theta) \frac{s}{2} \frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \cos \theta+\tilde{\mathcal{O}}\left(s^{2}\right)
\end{aligned}
$$

Combining these two terms and noting that $\cos (W(n) \sin \theta) \sin \theta+\sin (W(n) \sin \theta) \cos \theta=\sin [\theta+$ $W(n) \sin \theta]$, we obtain for the first term of (35)
$\operatorname{Re}\left(e^{\zeta_{s} e^{i \theta}}\right)=e^{W(n) \cos (\theta)}\left(\cos (W(n) \sin (\theta))+\frac{s}{2} \frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \sin [\theta+W(n) \sin (\theta)]\right)+\tilde{\mathcal{O}}(1)$.
For the second term of (35), we write

$$
\begin{aligned}
\operatorname{Re}\left(\frac{i s}{2} \zeta_{s}^{2} e^{2 i \theta} e^{\zeta_{s} e^{i \theta}}\right) & =-\frac{s}{2}\left|\zeta_{s}\right|^{2} e^{\left|\zeta_{s}\right| \cos \left(\theta+\operatorname{Arg} \zeta_{s}\right)} \sin \left[2 \operatorname{Arg} \zeta_{s}+2 \theta+\left|\zeta_{s}\right| \sin \left(\theta+\operatorname{Arg} \zeta_{s}\right)\right]+\tilde{\mathcal{O}}(1) \\
& =-\frac{s}{2} W(n)^{2}\left(e^{W(n) \cos (\theta)}+\tilde{\mathcal{O}}(s)\right) \cdot(\sin [2 \theta+W(n) \sin (\theta)]+\tilde{\mathcal{O}}(s))+\tilde{\mathcal{O}}(1) \\
& =-\frac{s}{2} W(n)^{2} e^{W(n) \cos (\theta)} \sin [2 \theta+W(n) \sin (\theta)]+\tilde{\mathcal{O}}(1)
\end{aligned}
$$

Combining those two terms, we obtain for (35)

$$
\begin{aligned}
& \operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right) \\
& \quad=e^{W(n) \cos \theta} \cos (W(n) \sin \theta)+\tilde{\mathcal{O}}(1) \\
& \quad+\frac{s e^{W(n) \cos \theta}}{2}\left(\frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \sin [\theta+W(n) \sin \theta]-W(n)^{2} \sin [2 \theta+W(n) \sin \theta]\right)
\end{aligned}
$$

The short tail. We use (4.3) to show that (34) holds for $\varepsilon<|\theta| \leq \delta$ where $\varepsilon=e^{-\frac{2}{5} W(n)}$ and $\delta=e^{-W(n) / 5}$. We bound $e^{W(n) \cos \theta} \leq e^{W(n)}$ and

$$
\cos (W(n) \sin \theta) \leq \cos (W(n) \sin \varepsilon)=1-\frac{1}{2} W(n)^{2} \varepsilon^{2}+\tilde{\mathcal{O}}\left(\varepsilon^{3}\right)
$$

Hence, the first term of (4.3) is

$$
e^{W(n) \cos \theta} \cos (W(n) \sin \theta) \leq e^{W(n)}-\frac{1}{2} W(n)^{2} \varepsilon^{2} e^{W(n)}+\tilde{\mathcal{O}}\left(\varepsilon^{3} e^{W(n)}\right)
$$

What remains to show, is that the term linear in $s$ is of a lower order than $\varepsilon^{2} e^{W(n)}=\tilde{\mathcal{O}}\left(e^{W(n) / 5}\right)$. Recall that in the current regime $\theta \rightarrow 0$. Hence, we have

$$
\sin [\theta+W(n) \sin \theta]=\sin \left[\theta+W(n) \theta+\tilde{\mathcal{O}}\left(\theta^{3}\right)\right]=(W(n)+1) \theta+\tilde{\mathcal{O}}\left(\theta^{3}\right)
$$

And similarly, $\sin [2 \theta+W(n) \sin \theta]=(W(n)+2) \theta+\tilde{\mathcal{O}}\left(\theta^{3}\right)$. Substituting this yields

$$
\begin{aligned}
& \frac{W(n)^{3}+2 W(n)^{2}}{W(n)+1} \sin (\theta+W(n) \sin \theta)-W(n)^{2} \sin (2 \theta+W(n) \sin \theta) \\
& \quad=\left(W(n)^{3}+2 W(n)^{2}\right) \cdot \theta-W(n)^{2} \cdot(W(n)+2) \cdot \theta+\tilde{\mathcal{O}}\left(\theta^{3}\right) \\
& \quad=\tilde{\mathcal{O}}\left(\theta^{3}\right)
\end{aligned}
$$

Therefore, the second term of 4.3 has contribution

$$
\frac{s}{2} e^{W(n)} \cdot \tilde{\mathcal{O}}\left(\theta^{3}\right)=\tilde{\mathcal{O}}\left(s e^{W(n)} \delta^{3}\right)=\tilde{\mathcal{O}}\left(e^{\left(-\frac{1}{2}+1-3 \cdot \frac{1}{5}\right) W(n)}\right)=\tilde{\mathcal{O}}\left(e^{-\frac{1}{10} W(n)}\right)
$$

which is indeed negligible compared to $\tilde{\mathcal{O}}\left(e^{W(n) / 5}\right)$. In the first equality we used $s=\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$ and $|\theta| \leq \delta=\tilde{\mathcal{O}}\left(e^{-W(n) / 5}\right)$.
We conclude

$$
\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right)-e^{W(n)}=-\frac{1}{2} W(n)^{2} \varepsilon^{2} e^{W(n)}+\tilde{\mathcal{O}}(1) \sim-\frac{1}{2} W(n)^{2} \varepsilon^{2} e^{W(n)} \rightarrow-\infty
$$

as required.

The long tail. We now show that (34) holds for $\delta<|\theta| \leq \pi$, where $\delta=e^{-\frac{1}{5} W(n)}$. Recall that $\left|\zeta_{s}\right|=W(n) e^{a_{2} s^{2} / 2}=W(n)+\tilde{\mathcal{O}}\left(s^{2}\right)$, so that $\zeta_{0}=W(n)$; we simplify (4.3) to

$$
\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right)=e^{\zeta_{0} \cos \theta}\left(\cos \left(\zeta_{0} \sin \theta\right)+\tilde{\mathcal{O}}(s)\right)
$$

and use the bounds $\cos \left(\zeta_{0} \sin \theta\right) \leq 1$ and $\cos \theta \leq \cos \delta$ to write

$$
\begin{aligned}
\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right) & \leq e^{W(n) \cos \delta}(1+\tilde{\mathcal{O}}(s))=e^{W(n)\left(1-\frac{\delta^{2}}{2}+\mathcal{O}\left(\delta^{4}\right)\right)}(1+\tilde{\mathcal{O}}(s)) \\
& =e^{W(n)}\left(1-\frac{1}{2} W(n) e^{-2 W(n) / 5}+\tilde{O}\left(e^{-4 W(n) / 5}\right)\right)(1+\tilde{\mathcal{O}}(s)) \\
& =e^{W(n)}-\frac{1}{2} W(n) e^{3 W(n) / 5}+\tilde{\mathcal{O}}\left(e^{W(n) / 2}\right)
\end{aligned}
$$

so that $\operatorname{Re}\left(C\left(e^{i s}, \zeta_{s} e^{i \theta}\right)\right)-e^{W(n)} \sim-\frac{1}{2} W(n) e^{3 W(n) / 5} \rightarrow-\infty$ as required.
We conclude that the contributions of the tails are negligible, and 30 is thus dominated by the central integral. This means, going back to (30), that

$$
B_{n}\left(e^{i s}\right) \sim \frac{n!}{\sqrt{2 \pi c_{2}} \zeta_{s}^{n}} e^{C\left(e^{i s}, \zeta_{s}\right)}
$$

Conclusion. Therefore, the asymptotics of the MGF are given by
$\mathbb{E}\left[e^{i s \mathbf{M}_{n}}\right]=\frac{\left[z^{n}\right] e^{C\left(e^{i s}, z\right)}}{\left[z^{n}\right] e^{C(1, z)}} \sim\left(\frac{\zeta_{0}}{\zeta_{s}}\right)^{n} \exp \left(C\left(e^{i s}, \zeta_{s}\right)-C\left(1, \zeta_{0}\right)\right)=\left(\frac{W(n)}{\zeta_{s}}\right)^{c_{1}} \exp \left(C\left(e^{i s}, \zeta_{s}\right)-c_{0}\right)$,
where we used $\zeta_{0}=W(n), C(1, W(n))=c_{0}$ and $n=c_{1}$ in the last step. Next, we substitute $\zeta_{s}=W(n) \exp \left(a_{1} s+a_{2} s^{2} / 2\right)$ and use Theorem 3.2to write the exponent as

$$
\begin{aligned}
\log \mathbb{E}\left[e^{i s \mathbf{M}_{n}}\right]= & -a_{1} c_{1} s-a_{2} c_{1} s^{2} / 2+s \cdot\left(a_{1} c_{1}+\frac{i}{2} c_{2}-\frac{i}{2} c_{1}\right) \\
& +s^{2} \cdot\left(\frac{a_{2}}{2} c_{1}+\frac{a_{1}^{2}}{2} c_{2}+\frac{a_{1} i}{2}\left(c_{3}-c_{2}\right)-\frac{c_{4}-2 c_{3}+c_{2}}{8}\right)+o(1) \\
= & s \cdot\left(\frac{i}{2} c_{2}-\frac{i}{2} c_{1}\right)+s^{2} \cdot\left(\frac{a_{1}^{2}}{2} c_{2}+\frac{a_{1} i}{2}\left(c_{3}-c_{2}\right)-\frac{c_{4}-2 c_{3}+c_{2}}{8}\right)+o(1) .
\end{aligned}
$$

In the linear term, we recognize the mean $\mu_{n}=\frac{1}{2}\left(c_{2}-c_{1}\right)=\frac{1}{2} W(n)^{2} e^{W(n)}=\frac{1}{2} n \cdot W(n)$. The quadratic term corresponds to the variance, which we derive as

$$
\begin{aligned}
\sigma_{n}^{2} & =\frac{c_{4}-2 c_{3}+c_{2}}{4}-a_{1}^{2} c_{2}-a_{1} i\left(c_{3}-c_{2}\right)=\frac{c_{4}-2 c_{3}+c_{2}}{4}+\frac{\left(c_{3}-c_{2}\right)^{2}}{4 c_{2}}-\frac{\left(c_{3}-c_{2}\right)^{2}}{2 c_{2}} \\
& =\frac{c_{2} c_{4}-2 c_{2} c_{3}+c_{2}^{2}}{4 c_{2}}-\frac{c_{3}^{2}-2 c_{2} c_{3}+c_{2}^{2}}{4 c_{2}}=\frac{c_{2} c_{4}-c_{3}^{2}}{4 c_{2}} .
\end{aligned}
$$

Recall that $c_{r}=\left.\left(z \partial_{z}\right)^{r} C(1, z)\right|_{z=W(n)}$, which allows us to compute

$$
\frac{c_{2} c_{4}-c_{3}^{2}}{4 c_{2}}=\frac{W(n)(W(n)+1)\left(W(n)^{4}+6 W(n)^{3}+7 W(n)^{2}+W(n)\right)-W(n)^{2}\left(W(n)^{2}+3 W(n)+1\right)^{2}}{4 W(n)(W(n)+1)} e^{W(n)}
$$

Note that the term of order $W(n)^{6}$ cancels, while the term of order $W(n)^{5}$ has coefficient 1 . Hence, the numerator is asymptotically equivalent to $W(n)^{5}$, while the numerator is asymptotically equivalent to $W(n)^{2}$. This tells us that $\sigma_{n}^{2} \sim \frac{1}{4} W(n)^{3} e^{W(n)}=\frac{1}{4} W(n)^{2} \cdot n$. Finally, we complete the proof by substituting $s=\alpha / \sigma_{n}=\tilde{\mathcal{O}}\left(e^{-W(n) / 2}\right)$ and writing

$$
\mathbb{E}\left[\exp \left(i \alpha \frac{\mathbf{M}_{n}-\mu_{n}}{\sigma_{n}}\right)\right] \sim e^{-\frac{1}{2} \alpha^{2}}
$$

which concludes the proof of the proposition, and thus of Theorem 1.2 (ii).

## 5 The subcritical regime ( $p<1 / 2$ )

This section investigates the statistical properties of $\mathbf{C G}_{n, p}$ when $p$ is fixed in $(0,1 / 2)$. The corresponding value $w=\frac{p}{1-p}$ then belongs to $(0,1)$. Section 5.1 provides analytic properties of the generating function $C(w, z)$ of cliques and asymptotics for the generating function of cluster graphs of a given size, that are applied in Section 5.2 and Section 5.3 to derive central limit laws for the number of cliques and edges of the graph. We further investigate the degree distribution in Section 5.4

### 5.1 Hayman admissibility

Hayman admissibility is a classical tool from analytic combinatorics [13, Section VIII. 5.1], [20, 42] to extract asymptotics from generating functions. The next result is a small variant, tailored to our needs.

Lemma 5.1. Consider a series $F(z)$ with nonnegative coefficients and radius of convergence $\rho$ (possibly infinite), and a series $A(z)$ with complex coefficients and radius of convergence at least $\rho$. Define

$$
a(z)=z \partial_{z} \log (F(z)), \quad b(z)=\left(z \partial_{z}\right)^{2} \log (F(z))
$$

and assume
$\square$ Capture condition. $\lim _{x \rightarrow \rho} a(x)=+\infty$ and $\lim _{x \rightarrow \rho} b(x)=+\infty$,

- Locality condition. There exists a function $\theta_{0}(x)$ from $(0, \rho)$ to $(0, \pi)$ such that

$$
A\left(x e^{i \theta}\right) \underset{x \rightarrow \rho}{\sim} A(x), \quad F\left(x e^{i \theta}\right) \underset{x \rightarrow \rho}{\sim} F(x) e^{i a(x) \theta-b(x) \theta^{2} / 2}
$$

uniformly for $|\theta| \leq \theta_{0}(x)$,
$\square$ Decay condition. Uniformly for $\theta_{0}(x) \leq|\theta|<\pi$, we have

$$
A\left(x e^{i \theta}\right) F\left(x e^{i \theta}\right)=o\left(\frac{|A(x)| F(x)}{\sqrt{b(x)}}\right)
$$

Let $\zeta=\zeta(n)$ denote the unique solution in $(0, \rho)$ of

$$
\frac{\zeta F^{\prime}(\zeta)}{F(\zeta)}=n
$$

Then

$$
\left[z^{n}\right] A(z) F(z) \underset{n \rightarrow+\infty}{\sim} \frac{A(\zeta)}{\sqrt{2 \pi b(\zeta)}} \frac{F(\zeta)}{\zeta^{n}}
$$

Proof. The coefficient extraction is represented by its Cauchy integral on a circle of radius $\zeta$

$$
\left[z^{n}\right] A(z) F(z)=\frac{1}{2 i \pi} \oint A(z) F(z) \frac{d z}{z^{n+1}}=\frac{\zeta^{-n}}{2 \pi} \int_{-\pi}^{\pi} A\left(\zeta e^{i \theta}\right) F\left(\zeta e^{i \theta}\right) e^{-i n \theta} d \theta
$$

The integral is cut in three parts. The central part and the tail correspond respectively to

$$
I_{\text {central }}=\frac{\zeta^{-n}}{2 \pi} \int_{-\theta_{0}(\zeta)}^{\theta_{0}(\zeta)} A\left(\zeta e^{i \theta}\right) F\left(\zeta e^{i \theta}\right) e^{-i n \theta} d \theta, \quad I_{\text {tail }}=\frac{\zeta^{-n}}{2 \pi} \int_{\theta_{0}(\zeta)}^{\pi} A\left(\zeta e^{i \theta}\right) F\left(\zeta e^{i \theta}\right) e^{-i n \theta} d \theta
$$

The third part is the negative tail, which corresponds to the same integral on $\left[-\pi,-\theta_{0}(\zeta)\right]$. We will now extract the asymptotics of the central part, showing that it is equal to the asymptotics of the theorem, then prove that the tail is negligible. The proof that the negative tail is negligible being identical, this will conclude the proof of the theorem.
Central part. Since $a(x)$ is defined as $\frac{x F^{\prime}(x)}{F(x)}$, we have $a(\zeta)=n$. The capture condition ensures $a(x)$ tends to infinity as $x$ tends to $\rho$. It is an increasing function (see [13]) because $F(z)$ has nonnegative coefficients. Therefore, $\zeta$ tends to $\rho$ as $n$ tends to infinity. The locality condition then yields

$$
I_{\text {central }} \sim \frac{\zeta^{-n}}{2 \pi} \int_{-\theta_{0}(\zeta)}^{\theta_{0}(\zeta)} A(\zeta) F(\zeta) e^{i a(\zeta) \theta-b(\zeta) \theta^{2} / 2} e^{-i n \theta} d \theta
$$

After injecting $a(\zeta)=n$ and applying the change of variable $x=\sqrt{b(\zeta)} \theta$, the expression reads

$$
I_{\text {central }} \sim A(\zeta) \frac{F(\zeta)}{\zeta^{n}} \frac{1}{2 \pi} \int_{-\theta_{0}(\zeta) \sqrt{b(\zeta)}}^{\theta_{0}(\zeta) \sqrt{b(\zeta)}} e^{-x^{2} / 2} \frac{d x}{\sqrt{b(\zeta)}}
$$

The combination of the locality condition and the decay condition at $\theta=\theta_{0}(x)$ implies that $\theta_{0}(\zeta) \sqrt{b(\zeta)}$ tends to infinity. Thus, the integral converges to the Gaussian integral and

$$
I_{\text {central }} \sim \frac{A(\zeta)}{\sqrt{2 \pi b(\zeta)}} \frac{F(\zeta)}{\zeta^{n}}
$$

Tail. Let us now prove that the positive tail is negligible compared to the central part. The same result holds for the negative tail. The decay condition implies

$$
I_{\text {tail }} \leq \frac{\zeta^{-n}}{2 \pi} \int_{\theta_{0}(\zeta)}^{\pi}\left|A\left(\zeta e^{i \theta}\right) F\left(\zeta e^{i \theta}\right) e^{-i n \theta}\right| d \theta=o\left(\frac{A(\zeta)}{\sqrt{b(\zeta)}} \frac{F(\zeta)}{\zeta^{n}}\right)
$$

and the tail is hence negligible compared to the central part.
The following result is an application of Theorem 5.1 and is our main tool for extracting asymptotics in the subcritical regime $p<1 / 2$. Recall the definition

$$
C_{r}(w, z)=\sum_{n \geq 1} n^{r} w^{\binom{n}{2}} \frac{z^{n}}{n!}
$$

and $C(w, z)=C_{0}(w, z)$.
Lemma 5.2. Consider real values $w \in(0,1)$ and $s$ in a neighborhood of 0 , a complex value $v$ in small neighborhood of 1 , and nonnegative integers $r, k$. Then the following asymptotics hold as $n$ tends to infinity

$$
\left[z^{n}\right] C_{r}(w, v z)^{k} e^{e^{s} C(w, z)} \sim \sqrt{\frac{\log (1 / w)}{2 \pi n \gamma}} C_{r}\left(w, v e^{\gamma}\right)^{k} \exp \left(e^{s} C\left(w, e^{\gamma}\right)-n \gamma\right)
$$

where $\gamma=\gamma(s)$ is defined implicitly by $C_{1}\left(w, e^{\gamma}\right)=n e^{-s}$ and goes to infinity with $n$.
Proof. We will prove that the conditions of Theorem 5.1 are satisfied for $A(z)=C_{r}(w, v z)^{k}$ and $F(z)=e^{e^{s} C(w, z)}$. In the notations of the lemma, we have

$$
\begin{aligned}
a(z) & =e^{s} C_{1}(w, z), \\
b(z) & =e^{s} C_{2}(w, z), \\
e^{s} C_{1}(w, \zeta) & =n,
\end{aligned}
$$

and hence $\zeta=e^{\gamma}$. In order to apply Theorem 3.4 we introduce the positive value $\tau$, characterised by

$$
\tau(1 / w)^{\tau-1 / 2}=e^{\gamma}=\zeta
$$

Taking the logarithm, we have in particular

$$
\gamma \sim \tau \log (1 / w)
$$

Theorem 3.4 then implies

$$
e^{s} C_{2}(w, \zeta) \sim e^{s} \tau C_{1}(w, \zeta)=n \tau \sim n \gamma / \log (1 / w)
$$

Injecting this and $\zeta=e^{\gamma}$, we obtain

$$
\left[z^{n}\right] C_{r}(w, v z)^{k} e^{e^{s} C(w, z)} \sim \frac{C_{r}\left(w, v e^{\gamma}\right)^{k}}{\sqrt{2 \pi n \gamma / \log (1 / w)}} \exp \left(e^{s} C\left(w, e^{\gamma}\right)-n \gamma\right)
$$

We now check that the conditions of Theorem 5.1 are satisfied.
Capture condition. The radius of convergence $\rho$ of $C(w, z)$ is infinite since $w \in(0,1)$. For any $k \geq 0$, the function $C_{k}(w, x)$ tends to infinity with $x$, implying that $a(x)$ and $b(x)$ both tend to infinity.

Locality condition. Set

$$
c(z)=\left(z \partial_{z}\right)^{3} \log (F(z))=e^{s} C_{3}(w, z)
$$

A rule of thumb from [13, Section VIII. 5.1] is to choose $\theta_{0}(\zeta)$ such that

$$
b(\zeta) \theta_{0}(\zeta)^{2} \rightarrow+\infty \quad \text { and } \quad c(\zeta) \theta_{0}(\zeta)^{3} \rightarrow 0
$$

Given the asymptotics from Theorem 3.4 given by

$$
C_{k}(w, \zeta)=w^{-\tau^{2} / 2} e^{\Theta(\tau)}
$$

we choose $\theta_{0}(\zeta)=w^{\tau^{2} / 5}$.
We now check that the first equation of the locality condition is satisfied, namely that

$$
\begin{equation*}
C_{r}\left(w, v \zeta e^{i \theta}\right)^{k} \sim C_{r}(w, v \zeta)^{k} \tag{36}
\end{equation*}
$$

holds uniformly for $|\theta| \leq \theta_{0}(\zeta)=w^{\tau^{2} / 5}$. Taylor's Theorem is applied at $\theta=0$ with a remainder denoted by $R_{0}(\theta)$

$$
C_{r}\left(w, v \zeta e^{i \theta}\right)=C_{r}(w, v \zeta)+R_{0}(\theta)
$$

where

$$
\left|R_{0}(\theta)\right|=\left|\int_{0}^{\theta} \partial_{t} C_{r}\left(w, v \zeta e^{i t}\right) d t\right| \leq C_{r+1}(w,|v| \zeta) w^{\tau^{2} / 5}
$$

for any $|\theta| \leq w^{\tau^{2} / 5}$. Theorem 3.4 yields, for $v$ in a small enough vicinity of 1 ,

$$
C_{r+1}(w,|v| \zeta) \sim\left|C_{r+1}(w, v \zeta)\right| \sim \tilde{\tau}\left|C_{r}(w, v \zeta)\right|
$$

where

$$
\tilde{\tau}=\frac{W\left(\frac{\log (1 / w)}{\sqrt{w}}|v| \zeta\right)}{\log (1 / w)}
$$

The Lambert function $W(x)$ is characterised, for $x>0$, by $W(x) e^{W(x)}=x$, so $W(x)+\log (W(x))=$ $\log (x)$ and we deduce $W(x) \leq \log (x)$. This inequality is applied to

$$
\tilde{\tau} \leq \frac{\log (\zeta)}{\log (1 / w)}+\mathcal{O}(1) \leq \tau+\frac{\log (\tau)}{\log (1 / w)}+\mathcal{O}(1)
$$

We deduce

$$
\frac{\left|R_{0}(\theta)\right|}{\left|C_{r}(w, v \zeta)\right|} \leq \tilde{\tau} w^{\tau^{2} / 5}(1+o(1)) \leq \tau w^{\tau^{2} / 5}(1+o(1))=o(1),
$$

proving (36).
We follow the same approach for the second equation of the locality condition, namely

$$
\begin{equation*}
e^{e^{s} C\left(w, \zeta e^{i \theta}\right)} \sim e^{e^{s} C(w, \zeta)} e^{i e^{s} C_{1}(w, \zeta) \theta-e^{s} C_{2}(w, \zeta) \theta^{2} / 2} \tag{37}
\end{equation*}
$$

uniformly for $|\theta| \leq w^{\tau^{2} / 5}$. Taylor's Theorem is applied to $C\left(w, \zeta e^{i \theta}\right)$ at $\theta=0$ with a remainder denoted by $R_{2}(\theta)$ to obtain

$$
\begin{aligned}
C\left(w, \zeta e^{i \theta}\right) & =C(w, \zeta)+\partial_{\theta=0} C\left(w, \zeta e^{i \theta}\right) \theta+\partial_{\theta=0}^{2} C\left(w, \zeta e^{i \theta}\right) \frac{\theta^{2}}{2}+R_{2}(\theta) \\
& =C(w, \zeta)+i a(\zeta) \theta-b(\zeta) \frac{\theta^{2}}{2}+R_{2}(\theta)
\end{aligned}
$$

This remainder is expressed in its integral form and bounded in the case $|\theta| \leq \theta_{0}(\zeta)$ by

$$
\left|R_{2}(\theta)\right|=\left|\int_{0}^{\theta} \partial_{t}^{3} C\left(w, \zeta e^{i t}\right) \frac{(\theta-t)^{2}}{2} d t\right| \leq \sup _{|z|=\zeta}\left|C_{3}(w, z)\right| w^{\tau^{2} 3 / 5}
$$

Since $C_{3}(w, z)$ is a series with nonnegative coefficients, we have

$$
\sup _{|z|=\zeta}\left|C_{3}(w, z)\right| \leq C_{3}(w, \zeta)=w^{-\tau^{2} / 2} e^{\Theta(\tau)}
$$

so the remainder tends to 0 and 37 is satisfied.
Decay condition. In order to prove that

$$
C_{r}\left(w, v \zeta e^{i \theta}\right)^{k} e^{e^{s} C\left(w, \zeta e^{i \theta}\right)}=o\left(\frac{C_{r}(w, v \zeta)^{k} e^{e^{s} C(w, \zeta)}}{\sqrt{C_{2}(w, \zeta)}}\right)
$$

uniformly for $w^{\tau^{2} / 5} \leq|\tau| \leq \pi$, it suffices to prove (looking at the logarithm)

$$
e^{s}\left(\operatorname{Re}\left(C\left(w, \zeta e^{i \theta}\right)\right)-C(w, \zeta)\right)+\frac{1}{2} \log \left(C_{2}(w, \zeta)\right)+k \log \left(\frac{\mid C_{r}\left(w, v \zeta e^{i \theta} \mid\right.}{\left|C_{r}(w, v \zeta)\right|}\right) \rightarrow-\infty
$$

By Theorem 3.4, the third summand is bounded and the second summand tends to infinity polynomially fast in $\tau$. Thus, it is sufficient to prove that $\operatorname{Re}\left(C\left(w, \zeta e^{i \theta}\right)\right)-C(w, \zeta)$ tends to $-\infty$ exponentially fast in $\tau$.
Recall $\theta_{0}(\zeta)=w^{\tau^{2} / 5}$. Let us assume $\theta \in\left[\theta_{0}(\zeta)\right.$, $\left.\pi\right]$, the case $\theta \in\left[-\pi,-\theta_{0}(\zeta)\right]$ being symmetrical. We claim that there exists a real value $c \in[-1,2]$ such that $\tau+c$ is an integer and $(\tau+c) \theta$ is not in $\left[-\theta_{0}(\zeta), \theta_{0}(\zeta)\right]$ modulo $2 \pi$. If $\lfloor\tau\rfloor$ is not in $\left[-\theta_{0}(\zeta), \theta_{0}(\zeta)\right]$ modulo $2 \pi$, we take $c=\lfloor\tau\rfloor-\tau$, which belongs to $[-1,0]$. Otherwise,

■ if $\theta \in\left[2 \theta_{0}(\zeta), \pi\right]$, then $(\lfloor\tau\rfloor+1) \theta$ is not in $\left[-\theta_{0}(\zeta), \theta_{0}(\zeta)\right]$ modulo $2 \pi$, and we choose $c=\lfloor\tau\rfloor-\tau+1$,

■ if $\theta \in\left[\theta_{0}(\zeta), 2 \theta_{0}(\zeta)\right]$, then $(\lfloor\tau\rfloor+2) \theta$ is not in $\left[-\theta_{0}(\zeta), \theta_{0}(\zeta)\right]$ modulo $2 \pi$, and we choose $c=\lfloor\tau\rfloor-\tau+2$.

Neglecting the negative terms corresponding to $n \theta \in\left[-\theta_{0}(\zeta), \theta_{0}(\zeta)\right]$ modulo $2 \pi$, we have

$$
\begin{aligned}
& \operatorname{Re}\left(C\left(w, \zeta e^{i \theta}\right)\right)-C(w, \zeta)=\sum_{n \geq 1}(\cos (n \theta)-1) w^{\binom{n}{2} \frac{\zeta^{n}}{n!}} \\
& \leq\left(\cos \left(\theta_{0}(\zeta)\right)-1\right) \sum_{n \theta \notin\left[-\theta_{0}(\zeta), \theta_{0}(\zeta)\right]} w^{\binom{n}{2}} \frac{\zeta^{n}}{n!} \\
& \leq-\frac{\theta_{0}(\zeta)^{2}}{2}\left(1+\mathcal{O}\left(\theta_{0}(\zeta)\right)^{2}\right) w^{\left(\frac{\tau+c}{2}\right)} \frac{\zeta^{\tau+c}}{(\tau+c)!} .
\end{aligned}
$$

We replace $\zeta$ with $\tau(1 / w)^{\tau-1 / 2}$ and apply Stirling's formula to obtain

$$
\begin{aligned}
\operatorname{Re}\left(C\left(w, \zeta e^{i \theta}\right)\right)-C(w, \zeta) & \left.\leq-\frac{\theta_{0}(\zeta)^{2}}{2}\left(1+\mathcal{O}\left(\theta_{0}(\zeta)\right)^{2}\right) w^{(\tau+c} \frac{2}{2}\right) \frac{\tau^{\tau+c}(1 / w)^{(\tau+c)(\tau-1 / 2)}}{(\tau+c)^{\tau+c} e^{-\tau-c} \sqrt{2 \pi \tau}}(1+o(1)) \\
& \leq-\frac{\theta_{0}(\zeta)^{2}}{2} w^{c^{2} / 2} w^{-\tau^{2} / 2} \frac{e^{\tau}}{\sqrt{2 \pi \tau}}(1+o(1))
\end{aligned}
$$

We replace $\theta_{0}(\zeta)$ with its expression $w^{\tau^{2} / 5}$ and conclude

$$
\operatorname{Re}\left(C\left(w, \zeta e^{i \theta}\right)\right)-C(w, \zeta) \leq-\frac{w^{-\tau^{2} / 10}}{2} w^{c^{2} / 2} \frac{e^{\tau}}{\sqrt{2 \pi \tau}}(1+o(1))
$$

which tends to $-\infty$ exponentially fast in $\tau$.

### 5.2 Number of cliques

In this section, we study $\mathbf{C}_{n, p}$, the number of cliques of $\mathbf{C G}_{n, p}$. We denote respectively by $\mu_{n, p}:=$ $\mathbb{E}\left(\mathbf{C}_{n, p}\right)$ and $\sigma_{n, p}^{2}:=\operatorname{Var}\left(\mathbf{C}_{n, p}\right)$ the mean and the variance of this random observable throughout this section. The aim of this section is to derive a central limit theorem for $\mathbf{C}_{n, p}$ in the subcritical regime $p<1 / 2$ or $w=\frac{p}{1-p}<1$ and thus prove Theorem 1.1 (iii).

Proposition 5.3 (CLT for the number of cliques). Let $p<1 / 2$. Then

$$
\frac{\mathbf{C}_{n, p}-\mu_{n, p}}{\sigma_{n, p}} \rightarrow \mathcal{N}(0,1)
$$

in distribution as $n \rightarrow \infty$, where

$$
\begin{aligned}
& \mu_{n, p} \sim \frac{n}{\sqrt{\log (n)}} \sqrt{\frac{\log \left(\frac{p}{1-p}\right)}{2}} \\
& \sigma_{n, p}^{2} \sim \frac{n}{\log (n)^{3 / 2}} \cdot\left(\frac{\log \left(\frac{p}{1-p}\right)}{2}\right)^{3 / 2} \cdot \frac{e_{w, 0}(\tau) e_{w, 2}(\tau)-e_{w, 1}(\tau)^{2}}{e_{w, 0}(\tau)^{2}}
\end{aligned}
$$

and the functions $e_{w, j}(\tau), j=0,1,2$, are the periodic bounded functions, given in Theorem 3.5 .

Proof. We prove the claim by showing that the moment generating function of the normalised number of cliques converges appropriately in a neighbourhood of zero. By Theorem 2.4 the moment generating function of $\mathbf{C}_{n, p}$ is given by

$$
\operatorname{PGF}_{\mathbf{C}_{n, p}}\left(e^{s}\right)=\frac{\left[z^{n}\right] e^{s} C(w, z)}{\left[z^{n}\right] e^{C(w, z)}}, \quad s \in \mathbb{R}
$$

To obtain its main asymptotics, we apply Theorem 5.2 for $v=k=0$ and consider $\gamma(s)$ implicitly defined via $C_{1}\left(w, e^{\gamma(s)}\right)=n e^{-s}$. Thus, by Theorem 5.2

$$
\operatorname{PGF}_{\mathbf{C}_{n, p}}\left(e^{s}\right) \sim \exp \left(e^{s} C\left(w, e^{\gamma(s)}\right)-C\left(w, e^{\gamma(0)}\right)-n(\gamma(s)-\gamma(0))\right) .
$$

Let us define the function $H(s)=e^{s} C\left(w, e^{\gamma(s)}\right)-n \gamma(s)$. We obtain from Taylor expansion with Lagrange remainder

$$
\begin{equation*}
\operatorname{PGF}_{\mathbf{C}_{n, p}}\left(e^{s}\right) \sim \exp \left(H^{\prime}(0) s+H^{\prime \prime}(0) \frac{s^{2}}{2}+H^{\prime \prime \prime}(t) \frac{t^{3}}{6}\right), \quad \text { for some } \quad t \in(-s, s) \tag{38}
\end{equation*}
$$

Using $z \partial_{z} C_{r}(w, z)=C_{r+1}(w, z)$ and $C_{1}\left(w, e^{\gamma(s)}\right)=n e^{-s}$, we obtain the following derivatives:

$$
\begin{align*}
H^{\prime}(s) & =e^{s} C\left(w, e^{\gamma(s)}\right) \\
H^{\prime \prime}(s) & =e^{s} C\left(w, e^{\gamma(s)}\right)+n \gamma^{\prime}(s), \quad \text { and }  \tag{39}\\
H^{\prime \prime \prime}(s) & =e^{s} C\left(w, e^{\gamma(s)}\right)+n \gamma^{\prime}(s)+n \gamma^{\prime \prime}(s) .
\end{align*}
$$

From differentiating both sides of the equation $C_{1}\left(w, e^{\gamma(s)}\right)=n e^{-s}$, we infer

$$
\begin{align*}
& \gamma^{\prime}(s)=-\frac{C_{1}\left(w, e^{\gamma(s)}\right)}{C_{2}\left(w, e^{\gamma(s)}\right)} \text { and } \\
& \gamma^{\prime \prime}(s)=-\gamma^{\prime}(s)+\gamma^{\prime}(s) \frac{C_{3}\left(w, e^{\gamma(s)}\right)}{C_{2}\left(w, e^{\gamma(s)}\right)}=\frac{C_{1}\left(w, e^{\gamma(s)}\right)}{C_{2}\left(w, e^{\gamma(s)}\right)}-\frac{C_{1}\left(w, e^{\gamma(s)}\right) C_{3}\left(w, e^{\gamma(s)}\right)}{C_{2}\left(w, e^{\gamma(s)}\right)^{2}} \tag{40}
\end{align*}
$$

Further, we define $\tau(s)$ via the equation $e^{\gamma(s)}=\tau(s)(1 / w)^{\tau(s)-1 / 2}$ and write $\tau=\tau(0)$. Hence, we can imply Theorem 3.4 and obtain

$$
C_{r}\left(w, e^{\gamma(0)}\right)=C_{r+1}\left(w, e^{\gamma(0)}\right) \frac{E_{w, r}(\tau)}{\tau E_{w, r+1}(\tau)}
$$

where we recall $E_{w, r}(\tau)=E_{w, r}(\tau, 0)$. By Theorem 3.5, we infer $E_{w, r}(\tau) \sim E_{w, r+1}(\tau)$. Moreover, Theorem 3.6 implies $\tau \sim \sqrt{2 \log (n) / \log (1 / w)}$. We thus infer,

$$
\mu_{n, p} \sim H^{\prime}(0)=C\left(w, e^{\gamma(0)}\right)=\frac{C_{1}\left(w, e^{\gamma(0)}\right) E_{w, 0}(\tau)}{\tau E_{w, 1}(\tau)} \sim \frac{n}{\tau} \sim n \sqrt{\frac{\log 1 / w}{2 \log n}},
$$

Similarly,

$$
\sigma_{n, p}^{2} \sim H^{\prime \prime}(0)=\frac{n E_{w, 0}(\tau)}{\tau E_{w, 1}(\tau)}-n \frac{C_{1}\left(w, e^{\gamma(0)}\right)}{C_{2}\left(w, e^{\gamma(0)}\right)}=\frac{n}{\tau}\left(\frac{E_{w, 0}(\tau)}{E_{w, 1}(\tau)}-\frac{E_{w, 1}(\tau)}{E_{w, 2}(\tau)}\right)
$$

To derive the order of the difference on the right-hand side, we apply Theorem 3.5 and infer for $r \in \mathbb{N}$

$$
\begin{equation*}
E_{w, r}(\tau)=E_{w, 0}(\tau)+\sum_{k=0}^{2} \tau^{-k} \sum_{\ell=0}^{2 k}\left(a_{k, \ell}(r)-a_{k, \ell}(0)\right) e_{w, \ell}(\tau)+\mathcal{O}\left(\tau^{-3}\right) \tag{41}
\end{equation*}
$$

Using the coefficients given in Table 1. we obtain
$a_{0,0}(r)-a_{0,0}(0)=0$,
$a_{1,0}(r)-a_{1,0}(0)=0, a_{1,1}(r)-a_{1,1}(0)=r, a_{1,2}(r)-a_{1,2}(0)=0$,
$a_{2,0}(r)-a_{2,0}(0)=0, a_{2,1}(r)-a_{2,1}(0)=\frac{r}{12}, a_{2,2}(r)-a_{2,2}(0)=\frac{r^{2}}{2}-r, a_{2,3}(r)-a_{2,3}(0)=-\frac{r}{2}$, $a_{2,4}(r)-a_{2,4}(0)=0$.

Using this, it is straightforward to deduce

$$
\begin{aligned}
\frac{E_{w, 0}(\tau) E_{w, 2}(\tau)-E_{w, 1}(\tau)^{2}}{E_{w, 1}(\tau) E_{w, 2}(\tau)} & =\frac{\tau^{-2}\left(e_{w, 2}(\tau) E_{w, 0}(\tau)-e_{w, 1}^{2}\right)}{E_{w_{0}}(\tau)^{2}+\mathcal{O}\left(\tau^{-1}\right)}+\mathcal{O}\left(\tau^{-3}\right) \\
& =\tau^{-2} \frac{e_{w, 0}(\tau) e_{w, 2}(\tau)-e_{w, 1}(\tau)^{2}}{e_{w, 0}(\tau)^{2}+\mathcal{O}\left(\tau^{-1}\right)}+\mathcal{O}\left(\tau^{-3}\right)
\end{aligned}
$$

from which we immediately infer

$$
\sigma_{n, p}^{2} \sim H^{\prime \prime}(0) \sim \frac{n}{\tau^{3}} \frac{e_{w, 0}(\tau) e_{w, 2}(\tau)-e_{w, 1}(\tau)^{2}}{e_{w, 0}(\tau)^{2}}
$$

Finally, we consider the third derivative. It is straightforward to deduce from (39) and (40) that

$$
\begin{aligned}
H^{\prime \prime \prime}(t) & =e^{t} C\left(w, e^{\gamma(t)}\right)+n \gamma^{\prime}(t) \frac{C_{3}\left(w, e^{\gamma(t)}\right)}{C_{2}\left(w, e^{\gamma(t)}\right)}=e^{t} n \frac{E_{w, 0}(\tau(t))}{\tau E_{w, 1}(\tau(t))}-n \frac{E_{w, 1}(\tau(t)) E_{w, 3}(\tau(t))}{E_{w, 2}(\tau(t))} \\
& =\mathcal{O}(n)
\end{aligned}
$$

for any $t \in(-s, s)$. Consider now the sequence $s_{n}=s / \sigma_{n, p}$. Let $t_{n} \in\left(-s_{n}, s_{n}\right)$ be the argument of the third derivative in the Lagrange remainder of the Taylor expansion of $H\left(s_{n}\right)$ at zero (for a fixed $n)$. Then $t_{n}=\mathcal{O}\left(s_{n}\right)$, implying

$$
H^{\prime \prime \prime}\left(t_{n}\right) t_{n}^{3}=\mathcal{O}\left(n \cdot \frac{\tau^{9 / 2}}{n^{3 / 2}}\right)=o(1)
$$

as $\tau$ only grows logarithmically in $n$. Combining the above with (38), we obtain

$$
\lim _{n \rightarrow \infty} e^{-\mu_{n, p} s_{n}} \operatorname{PGF}_{\mathbf{C}_{n, p}}\left(e^{s_{n}}\right)=e^{s^{2} / 2}
$$

concluding the proof.

### 5.3 Number of edges

In this section, we derive a central limit theorem for the number of edges in a subcritical cluster graph following the same strategy used in the previous section. The following proposition is the main result of this section and proves Theorem 1.2 (iii). Recall that the umber of edges is denoted by $\mathbf{M}_{n, p}$. We further adapt the previously used notation and write $\mathbb{E} \mathbf{M}_{n, p}=\mu_{n, p}$ and $\operatorname{Var}\left(\mathbf{M}_{n, p}\right)=\sigma_{n, p}^{2}$ throughout this section.

Proposition 5.4 (CLT for the number of edges). Let $p<1 / 2$. Then

$$
\frac{\mathbf{M}_{n, p}-\mu_{n, p}}{\sigma_{n, p}} \longrightarrow \mathcal{N}(0,1)
$$

in distribution as $n \rightarrow \infty$, where

$$
\begin{aligned}
\mu_{n, p} & \sim n \sqrt{\frac{\log (n)}{2 \log (1 / w)}}, \quad \text { and } \\
\sigma_{n, p}^{2} & \sim n \frac{{\sqrt{\log n^{3}}}_{\sqrt{2}{\sqrt{\log 1^{1}}}^{3}}}{} \cdot \frac{e_{w, 0}(\tau) e_{w, 2}(\tau)-e_{w, 1}(\tau)^{2}}{e_{w, 0}(\tau)}
\end{aligned}
$$

where the periodic, bounded functions $e_{w, j}(\tau), j=0,1,2$, are given in Theorem 3.5.
Proof. We follow the same approach as in the previous proof of Theorem 5.3. By Theorem 2.4, the moment generating function of $\mathbf{M}_{n, p}$ is

$$
\operatorname{PGF}_{\mathbf{M}_{n, p}}\left(e^{s}\right)=\frac{n!\left[z^{n}\right] e^{C\left(e^{s} w, z\right)}}{n!\left[z^{n}\right] e^{C(w, z)}}, \quad s<\log 1 / w
$$

Note that the restriction $s<\log 1 / w$ guarantees $e^{s} w<1$ so that Theorem 5.2 can still be applied when $w$ is replaced by $e^{s} w$ (where we additionally chose $k=0, v=1$ and also consider $e^{0}=1$ in the exponential). Hence, by Theorem 5.2.

$$
\operatorname{PGF}_{\mathbf{M}_{n, p}}\left(e^{s}\right) \sim\left(\frac{\log 1 / w}{\log 1 / w-s}\right)^{1 / 4} \exp (H(s)-H(0)),
$$

where now $H(s)=C\left(e^{s} w, e^{\gamma(s)}\right)-n \gamma(s)$ and $\gamma(s)$ is defined implicitly via $C_{1}\left(e^{s} w, e^{\gamma(s)}\right)=n$. Using Taylor expansion with Lagrange remainder, we obtain

$$
\operatorname{PGF}_{\mathbf{M}_{n, p}}\left(e^{s}\right) \sim\left(\frac{\log 1 / w}{\log 1 / w-s}\right)^{1 / 4} \exp \left(H^{\prime}(0) s+H^{\prime \prime}(0) \frac{s^{2}}{2}+H^{\prime \prime \prime}(t) \frac{t^{3}}{6}\right), \quad \text { for some } \quad t \in(-s, s)
$$

Writing now $\partial_{1}$ for the partial derivative with respect to the first and $\partial_{2}$ for the derivative with respect to the second argument, we have for all $r \in \mathbb{N}$

$$
\partial_{1} C_{r}(w, z)=\frac{1}{2} w^{-1}\left(C_{r+2}(w, z)-C_{r+1}(w, z) \quad \text { and } \quad z \partial_{2} C_{r}(w, z)=C_{r+1}(w, z) .\right.
$$

This yields for the derivatives of $H$

$$
\begin{aligned}
H^{\prime}(s)= & \frac{1}{2}\left(C_{2}\left(e^{s} w, e^{\gamma(s)}\right)-C_{1}\left(e^{s} w, e^{\gamma(s)}\right)\right), \\
H^{\prime \prime}(s)= & \frac{1}{4}\left(C_{4}\left(e^{s} w, e^{\gamma(s)}\right)-2 C_{3}\left(e^{s} w, e^{\gamma(s)}\right)+C_{2}\left(e^{s} w, e^{\gamma(s)}\right)\right) \\
& \quad+\frac{1}{2} \gamma^{\prime}(s)\left(C_{3}\left(e^{s} w, e^{\gamma(s)}\right)-C_{2}\left(e^{s} w, e^{\gamma(s)}\right)\right)
\end{aligned}
$$

as well as

$$
\begin{aligned}
H^{\prime \prime \prime}(s)= & \frac{1}{8}\left(C_{6}\left(e^{s} w, e^{\gamma(s)}\right)-3 C_{5}\left(e^{s} w, e^{\gamma(s)}\right)+3 C_{4}\left(e^{s} w, e^{\gamma(s)}\right)-C_{3}\left(e^{s} w, e^{\gamma(s)}\right)\right) \\
& +\frac{\gamma^{\prime}(s)}{4}\left(C_{5}\left(e^{s} w, e^{\gamma(s)}\right)-2 C_{4}\left(e^{s} w, e^{\gamma(s)}\right)+C_{3}\left(e^{s} w, e^{\gamma(s)}\right)\right) \\
& +\frac{\left(\gamma^{\prime}(s)\right)^{2}}{4}\left(C_{4}\left(e^{s} w, e^{\gamma(s)}\right)-C_{3}\left(e^{s} w, e^{\gamma(s)}\right)\right) \\
& +\frac{\gamma^{\prime \prime}(s)}{4}\left(C_{4}\left(e^{s} w, e^{\gamma(s)}\right)-C_{3}\left(e^{s} w, e^{\gamma(s)}\right)\right) .
\end{aligned}
$$

We infer from differentiating $C_{1}\left(e^{s} w, e^{\gamma(s)}\right)=n$ with respect to $s$ that

$$
\gamma^{\prime}(s)=-\frac{C_{3}\left(e^{s} w, e^{\gamma(s)}\right)-C_{2}\left(e^{s} w, e^{\gamma(s)}\right)}{2 C_{2}\left(e^{s} w, e^{\gamma(s)}\right)} \sim-\frac{\tau(s)}{2}
$$

where we applied again Theorem 3.4 and $\tau(s)$ is the solution of $e^{\gamma(s)}=\tau(s)(1 / w)^{\tau-1 / 2}$.

$$
\begin{aligned}
2 \gamma^{\prime \prime}(s)= & \frac{C_{4}\left(e^{s} w, e^{\gamma(s)}\right) C_{3}\left(e^{s} w, e^{\gamma(s)}\right)-C_{3}\left(e^{s} w, e^{\gamma(s)}\right)^{2}+2 \gamma^{\prime}(s) C_{3}\left(e^{s} w, e^{\gamma(s)}\right)^{2}}{2 C_{2}\left(e^{s} w, e^{\gamma(s)}\right)^{2}} \\
& -\frac{C_{5}\left(e^{s} w, e^{\gamma(s)}\right)-C_{4}\left(e^{s} w, e^{\gamma(s)}\right)+2 \gamma^{\prime}(s) C_{4}\left(e^{s} w, e^{\gamma(s)}\right)}{2 C_{2}\left(e^{s} w, e^{\gamma(s)}\right)} \\
= & \mathcal{O}\left(\tau(s)^{3}\right) .
\end{aligned}
$$

Performing similar calculations as above in 41), we obtain, writing $\gamma=\gamma(0)$ and $\tau=\tau(0)$, and using Theorem 3.4 and Theorem 3.6 ,

$$
\mu_{n, p} \sim H^{\prime}(0)=\frac{C_{2}\left(w, e^{\gamma}\right)-C_{1}\left(w, e^{\gamma}\right)}{2}=\frac{n}{2}\left(\frac{\tau E_{w, 2}(\tau)}{E_{w, 1}(\tau)}-1\right) \sim \frac{n \tau}{2} \sim n \sqrt{\frac{\log n}{2 \log 1 / w}}
$$

as well as

$$
\begin{aligned}
\sigma_{n, p}^{2} & \sim H^{\prime \prime}(0)=\frac{C_{2}\left(w, e^{\gamma}\right) C_{4}\left(w, e^{\gamma}\right)-C_{3}\left(w, e^{\gamma}\right)^{2}}{4 C_{2}\left(w, e^{\gamma}\right)}=\frac{n \tau^{3}}{4} \cdot \frac{E_{w, 4}(\tau) E_{w, 2}(\tau)-E_{w, 3}(\tau)^{2}}{E_{w, 2}(\tau)} \\
& \sim n \frac{\sqrt{\log n}^{3}}{\sqrt{2}_{{\sqrt{\log 1^{1 / w}}}^{3}} \cdot \frac{e_{w, 0}(\tau) e_{w, 2}(\tau)-e_{w, 1}(\tau)^{2}}{e_{w, 0}(\tau)}}
\end{aligned}
$$

Further, by a similar calculation for any $t \in(-s, s)$

$$
H^{\prime \prime \prime}(t)=\mathcal{O}\left(n \tau(t)^{6}\right)
$$

Combining the above and writing $s_{n}=s / \sigma_{n, p}$ yields

$$
e^{-\mu_{n, p} s_{n}} \mathrm{PGF}_{\mathbf{M}_{n, p}}\left(e^{s_{n}}\right) \sim\left(\frac{\log 1 / w}{\log 1 / w-s_{n}}\right)^{1 / 4} \exp \left(\frac{s^{2}}{2}+\mathcal{O}\left(\tau^{3 / 2} / n^{1 / 2}\right)\right) \sim e^{s^{2} / 2}
$$

and thus concludes the proof.

### 5.4 Degree distribution

In this section, we derive the limit of the degree of a randomly chosen vertex $\mathbf{D}_{n, p}$ for $p<1 / 2$. The main result of this section is a refinement of Theorem 1.3 (iii), which is stated in Theorem5.6. For its proof, we rely on the following lemma in order to deal with the periodicity of the functions $e_{w, r}(\tau, 0)$.

Lemma 5.5. Let $\tau(n)$ be defined implicitly by

$$
C_{1}\left(w, \tau(n) \cdot(1 / w)^{\tau(n)-1 / 2}\right)=n
$$

Then, for every $\lambda \in[0,1)$, there exists a subsequence $\left(\tau\left(n_{k}^{(\lambda)}\right)\right)_{k \in \mathbb{N}}$, such that

$$
\tau\left(n_{k}^{(\lambda)}\right)-\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)\right\rfloor \downarrow \lambda
$$

Proof. From Theorem 3.6, we obtain

$$
\tau(n)=\sqrt{\frac{2 \log n}{\log (1 / w)}}-\frac{1}{\log (1 / w)}+o(1)
$$

from which we infer $\tau(n+1)-\tau(n) \rightarrow 0$. Consider $\lambda \in[0,1)$ fixed. We show that there exists a subsequence $\left(n_{k}^{(\lambda)}\right)_{k \in \mathbb{N}}$ such that the fractional part of $\tau\left(n_{k}^{(\lambda)}\right)$ converges to $\lambda$ from above. Fix a sequence $\varepsilon_{k} \downarrow 0$ with $\varepsilon_{0}<1-\lambda$ and assume that the first values $\left(n_{\ell}^{(\lambda)}\right)_{\ell<k}$ have already been chosen. There exists $N>n_{k-1}^{(\lambda)}$ large enough such that $|\tau(n+1)-\tau(n)|<\varepsilon_{k}$ holds for all $n \geq N$. If $\tau(N)-\lfloor\tau(N)\rfloor \in\left(\lambda, \lambda+\varepsilon_{k}\right)$, we set $n_{k}^{(\lambda)}=N$. Otherwise, we choose $n_{k}^{(\lambda)}>N$ to be the smallest integer such that

$$
\tau\left(n_{k}^{(\lambda)}\right)>\lfloor\tau(N)\rfloor+1+\lambda,
$$

which always exist as $\tau(n)$ increases to infinity. We deduce from $\tau\left(n_{k}^{(\lambda)}-1\right) \leq\lfloor\tau(N)\rfloor+1+\lambda$ and $\left|\tau\left(n_{k}^{(\lambda)}\right)-\tau\left(n_{k}^{(\lambda)}-1\right)\right|<\varepsilon_{k}$ that

$$
\tau\left(n_{k}^{(\lambda)}\right) \in\left[\lfloor\tau(N)\rfloor+1+\lambda,\lfloor\tau(N)\rfloor+1+\lambda+\varepsilon_{k}\right]
$$

Since $\lambda+\epsilon_{k}<1$, this implies $\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)\right\rfloor=\lfloor\tau(N)\rfloor+1$ and $\tau\left(n_{k}^{(\lambda)}\right)-\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)\right\rfloor \in\left[\lambda, \lambda+\varepsilon_{k}\right]$. As $\varepsilon_{k} \downarrow 0$, we obtain $\tau\left(n_{k}^{(\lambda)}\right)-\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)\right\rfloor \downarrow \lambda$.

Recall that the degree of a uniformly chosen vertex in $\mathbf{C G}_{n, p}$ is denoted by $\mathbf{D}_{n, p}$.
Proposition 5.6 (Asymptotic degree distribution). Let $p<1 / 2$ and $w={ }^{p} / 1-p$. Define $\tau:=\tau(n)$ implicitly by $C_{1}\left(w, \tau(1 / w)^{\tau-1 / 2}\right)=n$. Then, as $n \rightarrow \infty$,

$$
\begin{aligned}
\mathbb{E}\left[\mathbf{D}_{n, p}\right] & =\tau-1+\frac{e_{w, 1}(\tau, 0)}{e_{w, 0}(\tau, 0)}+o(1), \\
\operatorname{Var}\left(\mathbf{D}_{n, p}\right) & =\frac{e_{w, 2}(\tau, 0)}{e_{w, 0}(\tau, 0)}-\left(\frac{e_{w, 1}(\tau, 0)}{e_{w, 0}(\tau, 0)}\right)^{2}+o(1)
\end{aligned}
$$

Moreover, for $\lambda \in[0,1)$ and the subsequence $n_{k}^{(\lambda)}$ as given in Theorem 3.6, we have as $k \rightarrow \infty$,

$$
\mathbf{D}_{n_{k}^{(\lambda)}, p}-\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)-1\right\rfloor \xrightarrow{\mathcal{D}} X_{\lambda},
$$

where $X_{\lambda}$ is as random variable with distribution given by

$$
\mathbb{P}\left(X_{\lambda}=d\right)=\frac{w^{(d-\lambda)^{2} / 2}}{e_{w, 0}(\lambda, 0)}, \quad \text { for } d \in \mathbb{Z}
$$

In particular, all central moments of $\mathbf{D}_{n, p}$ are bounded.
Proof. We obtain from (9) that the PGF of $\mathbf{D}_{n, p}$ is given by

$$
\operatorname{PGF}_{\mathbf{D}_{n, p}}(u)=\frac{\left[z^{n}\right] C_{1}(w, u z) e^{C(w, z)}}{u\left[z^{n}\right] C_{1}(w, z) e^{C(w, z)}}
$$

We use Theorem 5.1]to write

$$
\left[z^{n}\right] C_{1}(w, u z) e^{C(w, z)} \sim \sqrt{\frac{\log (1 / w)}{2 \pi n \gamma}} C_{1}\left(w, u e^{\gamma}\right) e^{C\left(w, e^{\gamma}\right)-n \gamma},
$$

where $\gamma$ is defined implicitly by $C_{1}\left(w, e^{\gamma}\right)=n$. Hence, the asymptotics of the PGF are

$$
\operatorname{PGF}_{\mathbf{D}_{n, p}}(u) \sim \frac{1}{u} \frac{C_{1}\left(w, u e^{\gamma}\right)}{C_{1}\left(w, e^{\gamma}\right)}
$$

After substituting $u=e^{i s}$, and applying

$$
C_{1}\left(w, e^{\gamma+i s}\right)=w^{-\tau^{2} / 2} e^{(1+i s) \tau} \sqrt{\tau} \frac{E_{w, 1}(\tau, s)}{\sqrt{2 \pi}}
$$

from Theorem 3.4 where $\tau=\tau(s)$ is related to $\gamma$ by $e^{\gamma}=\tau \cdot(1 / w)^{\tau-1 / 2}$, we obtain

$$
\begin{equation*}
\mathrm{CF}_{\mathbf{D}_{n, p}}(s) \sim e^{i(\tau-1)} \frac{E_{w, 1}(\tau, s)}{E_{w, 1}(\tau, 0)} \sim e^{i(\tau-1)} \frac{e_{w, 0}(\tau, s)}{e_{w, 0}(\tau, 0)} \tag{42}
\end{equation*}
$$

To compute the mean and variance of $\mathbf{D}_{n, p}$, note that the characteristic function of $\mathbf{D}_{n, p}-(\tau-1)$ is asymptotically equivalent to

$$
\frac{e_{w, 0}(\tau, s)}{e_{w, 0}(\tau, 0)}
$$

The central moments of $\mathbf{D}_{n, p}$ are equal to the central moments of $\mathbf{D}_{n, p}-(\tau-1)$. The regular moments of the latter are given by

$$
\mathbb{E}\left[\left(\mathbf{D}_{n, p}-(\tau-1)\right)^{r}\right]=\left.\frac{d^{r}}{i^{r} \cdot d s^{r}} \frac{e_{w, 0}(\tau, s)}{e_{w, 0}(\tau, 0)}\right|_{s=0}+o(1)=\frac{e_{w, r}(\tau, 0)}{e_{w, 0}(\tau, 0)}+o(1)
$$

where we used $\frac{d}{d s} e_{w, r}(\tau, s)=i \cdot e_{w, r+1}(\tau, s)$. In particular, these moments are bounded for all $\tau$, so that the central moments of $\mathbf{D}_{n, p}-(\tau-1)$ (and hence $\mathbf{D}_{n, p}$ ) are bounded as well. We use the first two moments of $\mathbf{D}_{n, p}-(\tau-1)$ to calculate the mean and variance of $\mathbf{D}_{n, p}$ and derive

$$
\mathbb{E}\left[\mathbf{D}_{n, p}\right]=(\tau-1)+\mathbb{E}\left[\mathbf{D}_{n, p}-(\tau-1)\right]=(\tau-1)+\frac{e_{w, 1}(\tau, 0)}{e_{w, 0}(\tau, 0)}+o(1)
$$

and

$$
\operatorname{Var}\left(\mathbf{D}_{n, p}\right)=\operatorname{Var}\left(\mathbf{D}_{n, p}-(\tau-1)\right)=\frac{e_{w, 2}(\tau, 0)}{e_{w, 0}(\tau, 0)}-\left(\frac{e_{w, 1}(\tau, 0)}{e_{w, 0}(\tau, 0)}\right)^{2}+o(1)
$$

In order to prove the desired convergence in distribution, consider $\lambda \in[0,1)$ and let $\tau\left(n_{k}^{(\lambda)}\right)$ be a subsequence for which $\tau\left(n_{k}^{(\lambda)}\right)-\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)\right\rfloor \rightarrow \lambda$ holds (which exists due to Theorem 5.5. Then, using (42), we obtain for the characteristic function of $\mathbf{D}_{n_{k}^{(\lambda)}, p}-\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)-1\right\rfloor$,

$$
\begin{aligned}
\mathrm{CF}_{\mathbf{D}_{n, p}}(s) e^{-i\left\lfloor\tau\left(n_{k}^{(\lambda)}\right)-1\right\rfloor} & \longrightarrow e^{i \lambda s} \frac{e_{w, 0}(\lambda, s)}{e_{w, 0}(\lambda, 0)}=\frac{\sum_{\lambda+t \in \mathbb{Z}} w^{t^{2} / 2} e^{i(\lambda+t) s}}{e_{w, 0}(\lambda, 0)}=\frac{\sum_{d \in \mathbb{Z}} w^{(d-\lambda)^{2} / 2} e^{i d s}}{e_{w, 0}(\lambda, 0)} \\
& =\mathbb{E}\left[e^{i X_{\lambda} s}\right] .
\end{aligned}
$$

This concludes the proof.

## 6 The supercritical regime ( $p>1 / 2$ )

In this section, we consider $\mathbf{C G}_{n, p}$ for $p>1 / 2$ fixed. Our main result, Theorem 6.2 shows that with high probability, the graph contains only one clique, i.e., $\mathbf{C}_{n, p} \xrightarrow{\mathbb{P}} 1$. This proves Theorem 1.1 (i), Theorem 1.2 (i) and Theorem 1.3 (i). In addition, Theorem 6.2 provides an asymptotic expansion of the probability $\mathbb{P}\left(\mathbf{C}_{n, p}=K_{n}\right)$.
The choice $p>1 / 2$ implies that $w=\frac{p}{1-p}$ is greater than 1 , so that the series

$$
C(w, z)=\sum_{n \geq 1} w^{\binom{n}{2}} \frac{z^{n}}{n!}
$$

has a zero radius of convergence. In this context, tools based on complex analysis are difficult to apply (though not impossible, as illustrated by [12]). We will instead rely on tools dedicated to divergent series. We state a theorem derived by Dovgal and Nurligareev [11]. For general asymptotical techniques for extracting coefficients from divergent series, we refer to [4]. Techniques for factorially diverging series can be found in [9].

Theorem 6.1 (Dovgal and Nurligareev [11, proof of Proposition 3.4 p.17]). Consider a series $A(z)$ and assume that there exist $\alpha, \beta$ and coefficients $\left(a_{m, \ell}^{\circ}\right)_{m, \ell}$ such that for any $n$ and $R$, there exists $M(R)$ satisfying the expansion

$$
n!\left[z^{n}\right] A(z)=\alpha^{\beta\binom{n}{2}}\left(\sum_{m=0}^{R-1} \alpha^{-m n} \sum_{\ell=0}^{M(R)-1} n(n-1) \cdots(n-\ell+1) a_{m, \ell}^{\circ}+\mathcal{O}\left(\alpha^{-R n} n^{M(R)}\right)\right) .
$$

Consider a function $F(z)$ analytic at 0 , then there exists a sequence $\left(\eta_{m, \ell}^{\circ}\right)_{m, \ell}$ and a function $M_{0}(R)$ such that for any $n$ and $R$, the following expansion holds,

$$
n!\left[z^{n}\right] F(A(z))=\alpha^{\beta\binom{n}{2}}\left(\sum_{m=0}^{R-1} \alpha^{-m n} \sum_{\ell=0}^{M_{0}(R)-1} n(n-1) \cdots(n-\ell+1) \eta_{m, \ell}^{\circ}+\mathcal{O}\left(\alpha^{-R n} n^{M_{0}(R)}\right)\right) .
$$

Moreover, the coefficients $\left(\eta_{m, \ell}^{\circ}\right)_{m, \ell}$ are equal to

$$
\eta_{m, \ell}^{\circ}=\sum_{k=0}^{\ell} \alpha^{k m-\beta\binom{k}{2}} a_{m-\beta k, \ell-k}^{\circ}\left[z^{k}\right] F^{\prime}(A(z)) .
$$

Proposition 6.2. Consider a fixed $p \in(1 / 2,1)$ and $w=\frac{p}{1-p}$. For any $\ell \geq 0$, let $P_{\ell}(y)$ denote the polynomial

$$
P_{\ell}(y)=\left[x^{\ell}\right]\left(1+\sum_{m \geq 1} x^{m} y(y-1) \cdots(y-m+1) w^{\binom{m+1}{2}}\left[z^{m}\right] e^{C(w, z)}\right)^{-1}
$$

For any $R \in \mathbb{N}$, the probability of $\mathbf{C G}_{n, p}$ being the complete graph is

$$
\mathbb{P}\left(\mathbf{C G}_{n, p}=K_{n}\right)=1+\sum_{m=1}^{R-1} w^{-m n} P_{m}(n)+\mathcal{O}\left(w^{-R n} n^{R}\right)
$$

The first values of the polynomials $P_{m}$ are

$$
\begin{aligned}
& P_{1}=-w n \\
& P_{2}=\frac{w^{2}}{2}\left(\left(w^{2}+w\right) n+\left(2-w-w^{2}\right) n^{2}\right) .
\end{aligned}
$$

Note that $P_{1}$ is negative, so that the expansion of the probability does not exceed 1.

Proof. From Theorem 2.3, we obtain

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{C G}_{n, p}=K_{n}\right)=\frac{w^{\binom{n}{2}}}{n!\left[z^{n}\right] e^{C(w, z)}} . \tag{43}
\end{equation*}
$$

To estimate the denominator, Theorem 6.1 is applied with

$$
\begin{aligned}
A(z) & =1+C(w, z) \\
\alpha & =w=\frac{p}{1-p} \\
\beta & =1 \\
a_{m, \ell}^{\circ} & = \begin{cases}1 & \text { if } m=\ell=0 \\
0 & \text { otherwise }\end{cases} \\
F(z) & =e^{z-1}
\end{aligned}
$$

Hence, there exists $M_{0}(R)$ such that for all $n$ and $R$,

$$
n!\left[z^{n}\right] e^{C(w, z)}=w^{\binom{n}{2}}\left(\sum_{m=0}^{R-1} w^{-m n} \sum_{\ell=0}^{M_{0}(R)-1} n(n-1) \cdots(n-\ell+1) \eta_{m, \ell}^{\circ}+\mathcal{O}\left(w^{-R n} n^{M_{0}(R)}\right)\right)
$$

with

$$
\eta_{m, \ell}^{\circ}= \begin{cases}w^{\binom{m+1}{2}}\left[z^{m}\right] e^{C(w, z)} & \text { if } \ell=m \\ 0 & \text { otherwise }\end{cases}
$$

We choose $M_{0}(R)=R$ as for all $m \leq R-1$ and all $\ell \geq R$, we have $\eta_{m, \ell}^{\circ}=0$, and obtain
$n!\left[z^{n}\right] e^{C(w, z)}=w^{\binom{n}{2}}\left(\sum_{m=0}^{R-1} w^{-m n} n(n-1) \cdots(n-m+1) w^{\binom{m+1}{2}}\left[z^{m}\right] e^{C(w, z)}+\mathcal{O}\left(w^{-R n} n^{R}\right)\right)$.
This expansion is injected in Equation (43)
$\mathbb{P}\left(\mathbf{C G}_{n, p}=K_{n}\right)=\left(\sum_{m=0}^{R-1} w^{-m n} n(n-1) \cdots(n-m+1) w^{\binom{m+1}{2}}\left[z^{m}\right] e^{C(w, z)}+\mathcal{O}\left(w^{-R n} n^{R}\right)\right)^{-1}$.
Let $P_{\ell}(y)$ denote the polynomial of degree $\ell$ defined in the theorem. Observe that the term corresponding to $m=0$ is 1 , so that the inverse is well defined from a formal power perspective. Then

$$
\mathbb{P}\left(\mathbf{C G}_{n, p}=K_{n}\right)=\sum_{m=0}^{R-1} w^{-m n} P_{m}(n)+\mathcal{O}\left(w^{-R n} n^{R}\right)
$$

In particular, we have $P_{0}(y)=1$, so this probability tends to 1 for any $w>1$ and hence particularly for any fixed $p \in(1 / 2,1)$.

Theorem 6.2 tells us that $\mathbb{P}\left(\mathbf{C G}_{n, p}=K_{n}\right)=1-n w^{1-n}+\mathcal{O}\left(n^{2} w^{-2 n}\right)$. At first glance, one might hope to use this result to locate the phase transition more precisely by solving $n w^{1-n}=1 / 2$. However, the resulting $w_{n}=\left(\frac{1}{2 n}\right)^{1 /(1-n)}$ yields an error of the order $n^{2} w_{n}^{-2 n}=\mathcal{O}(1)$, so that Theorem 6.2 is not strong enough to tell us whether this sequence is subcritical or supercritical. In the next section, we provide tools to better locate the phase transition.

## 7 The near-critical regime ( $p \downarrow 1 / 2$ )

The goal of this section is to identify the critical window around the established phase transition at $p=1 / 2$ and to study the near-critical behaviour from above and ultimately prove Theorem 1.5. For some $q \in(0,1)$, let $p_{n}(q)$ be the sequence that satisfies $\mathbb{P}\left(\mathbf{C}_{n, p_{n}(q)}=1\right)=q$. Recall that the function $p \mapsto \mathbb{P}\left(\mathbf{C}_{n, p}=1\right)$ is continuous and increasing in $p$ for each fixed $n$, which guarantees the existence of such a sequence. Further, for each $q$ and $p \leq 1 / 2$ there exists $n_{0}$ with $\mathbb{P}\left(\mathbf{C}_{n, p}=1\right)<q$ for all $n \geq n_{0}$ by Theorem 1.1 (ii) and (iii). On the contrary, for all $p>1 / 2$ and large enough $n$, we have $\mathbb{P}\left(\mathbf{C}_{n, p}=1\right)>q$ by Theorem 1.1 (i). Our goal is to derive the leading order term of $p_{n}(q)-1 / 2$. Further, we investigate the structure of $\mathbf{C G}_{n, p_{n}(q)}$ when it is not the complete graph.
Let us write $t=\log p-\log (1-p)$ in the following. Further, we denote by $p(t)=\left(1+e^{-t}\right)^{-1}$ the inverse of this relation, which plays an important role to describe the bounds on $p_{n}(q)$. We consider $t_{n}:=\log p_{n}(q)-\log \left(1-p_{n}(q)\right)$ and derive a lower and an upper bound for it in order to prove Theorem 1.5. These bounds are given in Theorem 7.1 and Theorem 7.2 .
Lemma 7.1. The sequence $t_{n}=\log p_{n}(q)-\log \left(1-p_{n}(q)\right)$ satisfies the lower bound:

$$
t_{n} \geq \frac{\log B_{n}+\log q}{\binom{n}{2}}=2 \frac{\log n-\log \log n-1+o(1)}{n}
$$

Proof. Since $t_{n}>0$ and $B_{n}\left(e^{t}\right)$ is monotonously increasing, we have $B_{n}\left(e^{t_{n}}\right) \geq B_{n}(1)=B_{n}$, implying

$$
q=\mathbb{P}\left(\mathbf{C}_{n, p_{n}(q)}=1\right)=\frac{e^{\binom{n}{2} t_{n}}}{B_{n}\left(e^{t_{n}}\right)} \leq \frac{e^{\binom{n}{2} t_{n}}}{B_{n}}
$$

Rearranging terms yields

$$
t_{n} \geq \frac{\log B_{n}+\log q}{\binom{n}{2}}
$$

and we infer the asymptotic order by substituting

$$
\frac{\log B_{n}}{n}=\log n-\log \log n-1+o(1)
$$

as proven in [10].
Proving an upper bound for the critical sequence is considerably more challenging. Note that for $t \leq 0$, we have $B_{n}\left(e^{t}\right) \leq n!$, while for constant $t>0$, we have $B_{n}\left(e^{t}\right) / n!\rightarrow \infty$. We show in the following lemma that the sequence $t_{n}^{\prime}$ defined by $B_{n}\left(e^{t_{n}^{\prime}}\right)=n$ ! provides the desired upper bound.
Lemma 7.2. Let $t_{n}^{\prime}$ be the sequence defined by $B_{n}\left(e^{t_{n}^{\prime}}\right)=n$ ! for every $n$. Then as $n \rightarrow \infty$, we have $\mathrm{C}_{n, p\left(t_{n}^{\prime}\right)} \xrightarrow{\mathbb{P}} 1$ and

$$
t_{n}^{\prime} \leq \frac{\log n!}{\binom{n}{2}}=2 \frac{\log n-1}{n}+\mathcal{O}\left(\frac{\log n}{n^{2}}\right)
$$

Proof. Note that the event $\left\{\mathbf{C}_{n, p}=1\right\}$ is equivalent to $\left\{\mathbf{S}_{n, p}=n\right\}$. The bound $t_{n}^{\prime} \leq \log n!/\binom{n}{2}$ follows immediately from

$$
1 \geq \mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=n\right)=\frac{e^{\binom{n}{2} t_{n}^{\prime}}}{B_{n}\left(e^{t_{n}^{\prime}}\right)}=\frac{e^{\binom{n}{2} t_{n}^{\prime}}}{n!}
$$

The asymptotics are obtained by the Stirling approximation $\log n!=n \log n-n+\mathcal{O}(\log n)$.
In the remainder, we will prove

$$
\mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)} \neq n\right)=\sum_{s=1}^{n-1} \mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=s\right) \rightarrow 0
$$

We split this sum into three parts and prove that each of them vanishes. Let $\varepsilon \in(0,1)$.

Case $s>\frac{1+\varepsilon}{2} n$. Let us write $s=n-r$. Our aim is to make use of the bound

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=n-r\right)<\frac{B_{r}}{r!}\left(\frac{n}{n!(n-r) /\binom{n}{2}}\right)^{r} . \tag{45}
\end{equation*}
$$

To derive this bound, we note that $\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=1+\mathbf{D}_{n, p\left(t_{n}^{\prime}\right)}$, so that by Theorem 2.5 we have

$$
\mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=n-r\right)=\mathbb{P}\left(\mathbf{D}_{n, p\left(t_{n}^{\prime}\right)}=n-r-1\right)=\binom{n-1}{r} \frac{B_{r}\left(e^{t_{n}^{\prime}}\right)}{B_{n}\left(e^{t_{n}^{\prime}}\right)} e^{t_{n}^{\prime}\binom{n-r}{2}} .
$$

Since $\binom{n-1}{r}<n^{r} / r$ !, and

$$
B_{r}\left(e^{t_{n}^{\prime}}\right)=\sum_{G \in \mathcal{C G}_{r}} e^{t_{n}^{\prime} m(G)}<\left|\mathcal{C \mathcal { G } _ { r }}\right| \cdot e^{t_{n}^{\prime}\binom{r}{2}}=B_{r} \cdot e^{t_{n}^{\prime}\binom{r}{2}}
$$

as well as $B_{n}\left(e^{t_{n}^{\prime}}\right)=n!$, we find

$$
\binom{n-1}{r} \frac{B_{r}\left(e^{t_{n}^{\prime}}\right)}{B_{n}\left(e^{\left.t_{n}^{\prime}\right)}\right.} e^{t_{n}^{\prime}\binom{n-r}{2}}<\frac{n^{r} B_{r}}{r!n!} e^{\left.\binom{r}{2}+\binom{n-r}{2}\right) t_{n}^{\prime}} .
$$

To obtain (45), we substitute $t_{n}^{\prime} \leq \frac{\log n!}{\binom{n}{2}}$ and infer

We use this upper bound by noting that $n-r>\frac{1+\varepsilon}{2} n>\frac{1+\varepsilon}{2}(n-1)$, so that

$$
\frac{n}{n!^{(n-r) /\binom{n}{2}}}<\frac{n}{n!^{\frac{1+\varepsilon}{n}}}=: z_{n}
$$

Note that $n!^{1 / n} \sim n / e$ and hence $z_{n} \sim e^{1+\varepsilon} n^{-\varepsilon} \rightarrow 0$. Combined, we infer

$$
\sum_{1 \leq r<\frac{1-\varepsilon}{2} n} \mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=n-r\right)<\sum_{1 \leq r<\frac{1-\varepsilon}{2} n} \frac{B_{r}}{r!} z_{n}^{r}<\sum_{r=1}^{\infty} \frac{B_{r}}{r!} z_{n}^{r}=e^{e^{z_{n}}-1}-1 \longrightarrow 0
$$

as $n \rightarrow \infty$, where we uses the fact that the exponential generating function of the Bell sequence equals

$$
\sum_{r=0}^{\infty} B_{r} \frac{x^{r}}{r!}=e^{e^{x}-1}
$$

Case $s \leq \log n$. For the following two cases, we use the different bound

$$
\begin{equation*}
\mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=s\right) \leq \frac{n!\binom{s}{2} /\binom{n}{2}}{n(s-1)!} \tag{46}
\end{equation*}
$$

In order to prove this bound, we use the that $t_{n}^{\prime}$ is a decreasing sequence while $B_{n}(\cdot)$ is monotonously increasing, implying $B_{n-s}\left(e^{t_{n}^{\prime}}\right) \leq B_{n-s}\left(e^{t_{n-s}^{\prime}}\right)=(n-s)$ !. This yields $\mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=s\right)=\binom{n-1}{s-1} \frac{B_{n-s}\left(e^{t_{n}^{\prime}}\right)}{B_{n}\left(e^{t_{n}^{\prime}}\right)} e^{t_{n}^{\prime}\binom{s}{2}} \leq \frac{(n-1)!}{(n-s)!(s-1)!} \frac{(n-s)!}{n!} e^{\binom{s}{2} t_{n}^{\prime}}=\frac{1}{n(s-1)!} e^{\left(\begin{array}{l}s \\ 2\end{array} t_{n}^{\prime}\right.}$.

We again obtain (46) by substituting $t_{n}^{\prime} \leq \log n!/\binom{n}{2}$. Furthermore, for $s \leq \log n$, this bound is $\mathcal{O}\left(n^{-1}\right)$, and therefore

$$
\lim _{n \rightarrow \infty} \sum_{1 \leq s<\log n} \mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=s\right)=0
$$

Case $\log n<s \leq \frac{1+\varepsilon}{2} n$. We further bound (46) by using $\binom{s}{2}<s^{2} / 2, n!<n^{n}$ and $s!>(s / e)^{s}$ and derive

$$
\frac{n!\binom{s}{2} /\binom{n}{2}}{n(s-1)!}<\frac{s}{n} \frac{\left(n^{n}\right)^{\frac{s^{2}}{n(n-1)}}}{(s / e)^{s}}=\frac{s}{n} \exp \left(\frac{\log n}{n-1} s^{2}-s \log s\right)=: \frac{s}{n} e^{\phi_{n}(s)}
$$

We now inspect the function $\phi_{n}(s)$. We show that for $n>e^{e}$, it is first decreasing and then increasing on the interval $s \in\left(\log n, \frac{1+\varepsilon}{2} n\right)$. We compute the derivative to find the stationary points

$$
\phi_{n}^{\prime}(s)=2 s \frac{\log n}{n-1}-\log s=0 \quad \Longrightarrow \quad \frac{\log s}{s}=2 \frac{\log n}{n-1} .
$$

Note that $\frac{\log s}{s}$ is monotonously decreasing for $s>e$, so that $n>e^{e}$ and $s>\log n$ imply that there is at most one stationary point of $\phi_{n}(s)$ in this interval. Hence, $\phi_{n}(s)$ is either first decreasing and then increasing or monotone and it is therefore bounded by the maximum of the two endpoints. Plugging the two endpoints in, we obtain

$$
\phi_{n}(\log n)=\frac{(\log n)^{3}}{n-1}-\log n \log \log n+\log n \sim-\log n \log \log n
$$

as well as

$$
\phi_{n}\left(\frac{1+\varepsilon}{2} n\right)=\left(\frac{1+\varepsilon}{2}\right)^{2} \frac{n^{2} \log n}{n-1}-\frac{1+\varepsilon}{2} n \log \left(\frac{1+\varepsilon}{2} n\right)+\frac{1+\varepsilon}{2} n \sim-\frac{1-\varepsilon^{2}}{4} n \log n
$$

both implying $e^{\phi_{n}(s)}=n^{-\Omega(\log \log n)}$. We therefore finally infer

$$
\begin{aligned}
\sum_{\log n<s<\frac{1+\varepsilon}{2} n} \mathbb{P}\left(\mathbf{S}_{n, p\left(t_{n}^{\prime}\right)}=s\right) & \leq \sum_{\log n<s<\frac{1+\varepsilon}{2} n} \frac{s}{n} e^{\phi_{n}(s)} \leq \max \left\{e^{\phi_{n}(\log n)}, e^{\phi_{n}\left(\frac{1+\varepsilon}{2} n\right)}\right\} \sum_{\log n<s<\frac{1+\varepsilon}{2} n} \frac{s}{n} \\
& \leq \sum_{\log n<s<\frac{1+\varepsilon}{2} n} \frac{s}{n^{1+\Omega(\log \log n)}} \longrightarrow 0 .
\end{aligned}
$$

This concludes the proof.

Proof of Theorem 1.5. Define

$$
\begin{equation*}
p_{n}^{L}=p\left(2 \frac{\log n-\log \log n-1}{n}\right), \quad \text { and } \quad p_{n}^{U}=p\left(2 \frac{\log n-1}{n}\right) \tag{47}
\end{equation*}
$$

Since $p_{n}(q)=p\left(t_{n}\right)$, we have by $p_{n}^{L} \leq p_{n}(q) \leq p_{n}^{U}$ by applying the Lemmas 7.1 and 7.2 and the fact that $p(t)$ is a monotone function. The proof finishes with the observation that both bounds are of the desired order.

The structure of $\mathrm{CG}_{n, p_{n}(q)}$. We now turn to the the graph's structure whenever it is not the complete graph (which happens with probability $1-q$ ). One may wonder at first whether there exists a clique of size $n-1$ and a single isolated vertex as the first error term in Theorem 6.2, which is of order $n e^{-(n-1) t}$, corresponds to the $n$ different ways of isolating a single vertex. We show however in the our next result that this is not the case.

Proposition 7.3. For any sequence $p_{n} \in[0,1]$, we have

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{S}_{n, p_{n}}=n-1\right)=0
$$

Proof. We prove the claim by contradiction and suppose there exists a sequence $p_{n}$ and an $\varepsilon \in(0,1)$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{S}_{n, p_{n}}=n-1\right)>\varepsilon \tag{48}
\end{equation*}
$$

Then there must exists a subsequence $n_{j} \rightarrow \infty$ with $\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right) \geq \varepsilon$ for all $j$. Let $t_{j}=\log p_{n_{j}}-\log \left(1-p_{n_{j}}\right)$ as before. We then have

$$
\begin{aligned}
\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}\right) & =\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right) \cdot \frac{\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}\right)}{\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)} \\
& =\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right) \cdot \frac{e^{\binom{n_{j}}{2} t_{j}}}{\left.\left(n_{j}-1\right) e^{e_{j}-1}\right) t_{j}} \\
& =\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right) \cdot \frac{e^{\left(n_{j}-1\right) t_{j}}}{n_{j}-1} .
\end{aligned}
$$

Using the bound $\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}\right) \leq 1-\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)$, we get

$$
\begin{aligned}
& \frac{1-\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)}{\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)} \geq \frac{e^{\left(n_{j}-1\right) t_{j}}}{n_{j}-1} \\
\Longrightarrow & t_{j} \leq \frac{1}{n_{j}-1}\left(\log \left(n_{j}-1\right)+\log \frac{1-\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)}{\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)}\right)
\end{aligned}
$$

By our assumption (48), we have $\mathbb{P}\left(\mathbf{S}_{n_{j}, p_{n_{j}}}=n_{j}-1\right)>\varepsilon$ for all $j$ and therefore

$$
t_{j} \leq \frac{1}{n_{j}-1}\left(\log \left(n_{j}-1\right)+\log \frac{1-\varepsilon}{\varepsilon}\right)=\frac{\log n_{j}}{n_{j}}+\mathcal{O}\left(n_{j}^{-1}\right)
$$

Now recall $\log B_{n} \sim n \log n$. Hence, we infer for all sufficiently large $n_{j}$

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=n-1\right)=\frac{(n-1) e^{\binom{n-1}{2} t_{n}}}{B_{n}\left(e^{t_{n}}\right)} \leq \frac{n-1}{B_{n}} e^{\binom{n-1}{2} t_{n}} \leq \frac{n-1}{B_{n}} e^{\frac{1}{2} n \log n+\mathcal{O}(n)}<\varepsilon
$$

contradicting 48 and thus concluding the proof.


Figure 5: For $n \in\{100,500\}$, we show the expected number of cliques of each size at criticality ( $p=p_{n}(1 / 2)$ ).

The previous theorem states that $\left\{\mathbf{S}_{n, p_{n}}=n-1\right\}$ does not occur with high probability in any regime and therefore particularly does not occur with high probability inside critical window. In order to illustrate the structure of $\mathrm{CG}_{n, p_{n}(q)}$, we compute the expected number of cliques of each size via the formula

$$
\mathbb{E}\left[C_{n, p(t)}^{(s)}\right]=n \mathbb{P}\left(\mathbf{S}_{n, p(t)}=s\right)=\binom{n}{s} e^{\binom{s}{2} t} \frac{B_{n-s}\left(e^{t}\right)}{B_{n}\left(e^{t}\right)}
$$

The results for $n=100$ and $n=500$ for $p_{n}(1 / 2)$ are shown in Figure 5a and Figure 5b respectively. We see that the size distribution of the cliques is bimodal, with one mode at $n$ and the other one close to zero. Despite the fact that $\mathbb{P}\left(\mathbf{C}_{n}=1\right)=\frac{1}{2}$, the expected number of cliques $\mathbb{E}\left[\mathbf{C}_{n}\right]$ still appears to grow with $n$. We only proved the absence of a cluster of size $n-1$ with high probability, however we believe that this is true for all linear sized components other then $K_{n}$.

## 8 The sparse regime ( $p \downarrow 0$ )

In this section, we investigate the structure of $\mathbf{C G}_{n, p_{n}}$ when $p_{n} \downarrow 0$, where we focus on the case $p_{n}=n^{-\alpha+o(1)}$ for some $\alpha>0$. While classically the choice of $p_{n}=\lambda / n$ refers to the sparse regime of the underlying Erdős-Rényi graph, we refer to each such choice of $p_{n}$ to a sparse regime for simplicity. The main goal of this section is to prove Theorem 1.6 and Theorem 1.7. To this end, we rely on the following two lemmas.

Lemma 8.1. Let $p_{n}=\left(1+e^{-t_{n}}\right)^{-1}$ with $t_{n} \sim-\alpha \log n$ for $\alpha>0$, then $\mathbf{S}_{n, p_{n}}<8 / \alpha+1$ with high probability. That is,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathbf{S}_{n, p_{n}}<\frac{8}{\alpha}+1\right)=1
$$

Proof. We have for any $x \geq 2$

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}} \geq x\right)=\sum_{s=x}^{n}\binom{n-1}{s-1} e^{t_{n}\binom{s}{2}} \frac{B_{n-s}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)} \leq \sum_{s=x}^{n} n^{s-1} e^{t_{n}\binom{s}{2}} \leq \sum_{s=x}^{n} n^{s-1+\frac{t_{n}}{\log n}\binom{s}{2}} .
$$

Now note that for all $s$ satisfying

$$
s \geq\left(1+\frac{1}{s}\right) \frac{\log n}{-t_{n}}+1
$$

we have $s+\binom{2}{2} t_{n} / \log n \leq-1$. Further, since $\log n /\left(-t_{n}\right) \leq 2 / \alpha$, this inequality is particularly satisfied by all $s \geq 8 / \alpha+1$. Hence,

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}} \geq \frac{8}{\alpha}+1\right) \leq \sum_{s=8 / \alpha+1}^{n} n^{s-1+\frac{t_{n}}{\log n}\binom{s}{2}} \leq n^{-1}
$$

concluding the proof.
Lemma 8.2. Let $p_{n}=\left(1+e^{-t_{n}}\right)^{-1}$ with $t_{n} \sim-\alpha \log n$ for $\alpha>0$. For any two $s, s^{\prime} \in \mathbb{N}$, we have

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=s\right) \leq n^{\left[\frac{s^{\prime}-1}{2}+\frac{1}{s^{\prime}}\right] s-1-\alpha\binom{s}{2}+o(1)} .
$$

Proof. We use the asymptotics of $t_{n}$ together with Theorem 4.3 to obtain

$$
\begin{aligned}
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=s^{\prime}\right) & =\binom{n-1}{s^{\prime}-1} e^{t_{n}\binom{s^{\prime}}{2}} \frac{B_{n-s^{\prime}}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}=n^{s^{\prime}-1+o(1)-(\alpha+o(1))\binom{s^{\prime}}{2}}\left(\frac{B_{n-1}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}\right)^{s^{\prime}} \\
& =\kappa_{n}^{s^{\prime}} n^{-1-\alpha\binom{s^{\prime}}{2}+o(1)} \leq 1,
\end{aligned}
$$

where we have written $\kappa_{n}=n \frac{B_{n-1}\left(e^{t n}\right)}{B_{n}\left(e^{t_{n}}\right)}$. This yields

$$
\kappa_{n} \leq n^{\frac{1}{s^{\prime}}+\alpha \frac{s^{\prime}-1}{2}+o(1)}, \quad \forall s^{\prime} \in \mathbb{N} .
$$

Hence, for $d \in \mathbb{N}$,

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=s\right)=\kappa_{n}^{s} n^{-1-\alpha\binom{s}{2}+o(1)} \leq n^{\left[\alpha \frac{s^{\prime}-1}{2}+\frac{1}{s^{\prime}}\right] s-1-\alpha\binom{s}{2}+o(1)},
$$

as desired.

Proof of Theorem [1.7. We prove the equivalent statement for $\mathbf{S}_{n, p_{n}}=\mathbf{D}_{n, p_{n}}+1$. We set

$$
t_{n}=\log \frac{p_{n}}{1-p_{n}}=-\frac{2+o(1)}{(d+1)^{2}} \log n+\mathcal{O}\left(p_{n}\right)=-\frac{2+o(1)}{(d+1)^{2}} \log n
$$

and apply the Lemmas 8.1 and 8.1 for $\alpha=2(d+1)^{-2}$. For $s^{\prime}=d+1$, Lemma 8.1 yields

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=s\right) \leq n^{\left[\frac{d}{(d+1)^{2}}+\frac{1}{d+1}\right] s-1-\frac{s(s-1)}{(d+1)^{2}}+o(1)}=n^{-\left(\frac{s-d-1}{(d+1)^{2}}\right)^{2}+o(1)} .
$$

Substituting $\mathbf{D}_{n, p_{n}}=\mathbf{S}_{n, p_{n}}-1$ and $d^{\prime}=s-1$ already proves (2). To finish the proof, we infer from Lemma 8.1 and the previous step that

$$
\begin{aligned}
1+o(1) & =\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=s\right)=\mathbb{P}\left(\mathbf{S}_{n, p_{n}}<4(d+1)^{2}+1\right)=\sum_{s=1}^{\left\lfloor 4(d+1)^{2}+1\right\rfloor} \mathbb{P}\left(\mathbf{S}_{n, p_{n}}=s\right) \\
& =\mathbb{P}\left(\mathbf{S}_{\mathbf{n}, \mathbf{p}_{\mathbf{n}}}=d+1\right)+\left(\left\lfloor 4(d+1)^{2}+1\right\rfloor-1\right) o(1),
\end{aligned}
$$

yielding the desired result.



Figure 6: Demonstration of Theorem 1.7for $d=2$ and $n \in\{200,2000\}$. We take $p_{n}=n^{-2 / 9}$, resulting in $p_{200} \approx 0.31$ and $p_{2000} \approx 0.18$. We show the distribution of $\mathbf{S}_{n, p_{n}}$.

We demonstrate Theorem 1.7 in Figure 6 for $d=2$ and $n \in\{200,2000\}$. As predicted by the proposition, the distribution of $\mathbf{S}_{n}$ appears to concentrate around $\mathbf{S}_{n}=3$. However, the rate of convergence is quite slow, as can be seen from the fact that $\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=2\right)=n^{-1 / 9+o(1)}$ according to Theorem 1.7 .
We now turn to the classical sparse regime $p_{n}=\lambda / n$ and prove Theorem 1.6. Note that Theorem 1.7 cannot be applied directly as we require $d$ to be an integer. However, we can still apply the previously derived lemmas. This leads to the interesting behaviour that the graph mainly consists of isolated vertices and single edges.

Proof of Theorem 1.6. Set $t_{n}=\log \lambda-\log n+o(1) \sim-\log n$. Applying Lemma 8.2 for $\alpha=1$ and with $s^{\prime}=1$ yields

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=n\right)=n^{s-1-\binom{s}{2}+o(1)}=n^{-\binom{s-1}{2}+o(1)} .
$$

We immediately derive that this probability vanishes for all $s \geq 3$. Furthermore, by Lemma 8.1

$$
1+o(1)=\mathbb{P}\left(\mathbf{S}_{n, p_{n}} \leq 8\right)=\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=1\right)+\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=2\right)+o(1)
$$

We finally derive the exact limits of these two probabilities. We have

$$
1+o(1)=\frac{B_{n-1}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}+(n-1) e^{t_{n}} \frac{B_{n-2}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}=z_{n}+(\lambda+o(1)) z_{n}^{2}
$$

for $z_{n}=\frac{B_{n-1}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}$, and using $\frac{B_{n-2}\left(e^{t_{n}}\right)}{B_{n}\left(e^{t_{n}}\right)}=z_{n}^{2}\left(1+\mathcal{O}\left(n^{-1}\right)\right)$ by Corollary 4.3 . Solving the quadratic equation $(\lambda+o(1)) z_{n}^{2}+z_{n}-(1+o(1))=0$ yields the unique positive solution

$$
z_{n}=\frac{-(1+o(1)) \pm \sqrt{4 \lambda+1+o(1)}}{2 \lambda+o(1)}
$$

Hence,

$$
\mathbb{P}\left(\mathbf{S}_{n, p_{n}}=0\right)=z_{n} \rightarrow \frac{\sqrt{4 \lambda+1}-1}{2 \lambda}
$$

To show the relation to the golden ratio $\rho$, simply observe that $\frac{\sqrt{5}-1}{2} \cdot \rho=1$.
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## A Numerics

In this section, we explain how we numerically evaluate $B_{n}(p / 1-p)$, how we use this to sample $\mathbf{C G}_{n, p}$, and we show how to approximate the critical sequence.

Computing $B_{n}(w)$. To compute $B_{n}(w)$ for $w>0$, we make use of Theorem 2.6, together with $B_{0}(w)=1$. This allows one to compute $B_{n}(w)$ for any $n$ and $w$, and to generate Figures 2, 5 , 6, and 3 .

Sampling $\mathrm{CG}_{n, p}$. To sample a cluster graph, as we have done in Figure1, we use Theorem 2.5 with $\mathbf{S}_{n, p}=1+\mathbf{D}_{n, p}$ to sample the size of the clique that the vertex with index $n$ belongs to. Conditioned on this value of $\mathbf{S}_{n, p}$, the remainder of the cluster graph has the same distribution as $\mathbf{C G}_{n-\mathbf{S}_{n, p}, p}$. This allows us to again sample $\mathbf{S}_{n-\mathbf{S}_{n, p}, p}=1+\mathbf{D}_{n-\mathbf{S}_{n, p}, p}$ using Theorem 2.5 to recursively sample a cluster graph.

Approximating the critical sequence. For Figures 2 and 5 , we need to compute the value $p$ for which $\mathbb{P}\left(\mathbf{C}_{n, p}=1\right)=1 / 2$. We do this using Newton-Raphson iteration. Let $p(t)=\left(1-e^{-t}\right)^{-1}$, then

$$
\mathbb{P}\left(\mathbf{C}_{n, p(t)}=1\right)=\frac{e^{\binom{n}{2} t}}{B_{n}\left(e^{t}\right)}
$$

Thus, we want to find the fixed point of

$$
\log \mathbb{P}\left(\mathbf{C}_{n, p(t)}=1\right)-\log 1 / 2=\binom{n}{2} t-\log B_{n}\left(e^{t}\right)+\log 2=: f(t)
$$

where $t=\log (p / 1-p)$. We take the derivative w.r.t. $t$ and obtain

$$
f^{\prime}(t)=\binom{n}{2}-\frac{d}{d t} \log \sum_{G \in \mathcal{C} \mathcal{G}_{n}} e^{t \cdot m(G)}=\binom{n}{2}-\mathbb{E}\left[\mathbf{M}_{n, p(t)}\right]
$$

To compute $m_{n}(t):=\mathbb{E}\left[\mathbf{M}_{n, p(t)}\right]$, we substitute $w=e^{t}$ into the recursion formula of Theorem 2.6 and take the derivative w.r.t. $t$ :

$$
m_{n}(t) B_{n}\left(e^{t}\right)=\sum_{s=1}^{n}\binom{n-1}{s-1} e^{t\binom{s}{2}} \cdot\left(\binom{s}{2}+m_{n-s}(t)\right) B_{n-s}\left(e^{t}\right)
$$

Dividing by $B_{n}\left(e^{t}\right)$ yields the following recursion for the expected number of edges:

$$
m_{n}(t)=\sum_{s=1}^{n}\binom{n-1}{s-1} e^{t\binom{s}{(2)} \frac{B_{n-s}\left(e^{t}\right)}{B_{n}\left(e^{t}\right)} \cdot\left(\binom{s}{2}+m_{n-s}(t)\right), ~, ~ . ~}
$$

and $m_{0}(t)=0$. After each step, we use the following update rule to improve our estimate:

$$
t_{k+1}=t_{k}-\frac{f\left(t_{k}\right)}{\binom{n}{2}-m_{n}\left(t_{k}\right)} .
$$

We initialize with

$$
t_{0}=\frac{\log B_{n}(1)-\log 2}{\binom{n}{2}}
$$

which is the solution of

$$
\frac{e^{t_{0}\binom{n}{2}}}{B_{n}(1)}=\frac{1}{2}
$$

Although we have not proven the convergence of the above Newton-Raphson procedure, it converged in all cases needed to generate Figures 2 and 5 .

## B Nomenclature

For all random variables, we write $\mathbf{X}_{n, p}$ to describe its dependency on $\mathbf{C G}_{n, p}$ and we omit the $p$ if it is clear from the context.
$\mathcal{G}_{n}$ set of simple graphs on $n$ vertices

- $\mathcal{C G}$ set of all cluster graphs
- $\mathcal{C G}_{n}$ set of all cluster graphs of $n$ vertices
- $C(w, z)$ generating function of cliques

■ $C_{r}(w, z)=\left(z \partial_{z}\right)^{r} C(w, z)$

- Coefficient extraction $\left[z^{n}\right] f(z)$

■ $p$ connection probability of the Erdős-Rényi random graph
■ $w:=p /(1-p)$
$t:=\log w$
$p(t):=\left(1+e^{-t}\right)^{-1}$
$B_{n}(w)=\sum_{G \in \mathcal{C G}}^{n}$ $w^{m(G)}$ partition function, with $B_{n}(1)=B_{n}$
$W(n)$ Lambert W-function satisfying $W(n) e^{W(n)}=n$
$\mathrm{CG}_{n, p}$ random cluster graph. $p$ can be omitted if it is clear from the context
$\mathbf{S}_{n, p}$ random variable denoting the clique size of a randomly chosen vertex in $\mathbf{C G}_{n, p}$.
$\mathbf{D}_{n, p}=\mathbf{S}_{n, p}-1$ degree of a random vertex

- $\mathbf{M}_{n, p}$ random variable denoting the number of edges in $\mathbf{C G}_{n, p}$
$\mathrm{C}_{n, p}$ number of cliques/components/blocks
$\mathbf{C}_{n, p}^{(s)}$ number of cliques/components/blocks of size $s$
- $\mathrm{PGF}_{X}$ probability generating function of a random variable $X$.

MGF $_{X}$ moment generating function of a random variable $X$.

- $\mathrm{CF}_{X}$ characteristic function of a random variable $X$.
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