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Abstract

We construct random Schrédinger operators, called Anderson Hamiltonians, with
Dirichlet and Neumann boundary conditions for a fairly general class of singular ran-
dom potentials on bounded domains. Furthermore, we construct the integrated density
of states of these Anderson Hamiltonians, and we relate the Lifschitz tails (the asymp-
totics of the left tails of the integrated density of states) to the left tails of the principal
eigenvalues.
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1 Introduction

In this paper, we consider random Schrodinger operators of the form

—A =g, )

where A = Zle 0? is the Laplacian on R? and ¢ is a random potential. Such operators are
also called Anderson Hamiltonians. This name is due to the influential work by Anderson
[3]. We consider the construction of such operators for irregular potentials £ (also called
singular potentials) that do not need to be functions, hence there is —a priori— no obvious
interpretation of (1).

After constructing the Anderson Hamiltonian it is natural to investigate its spectral prop-
erties. One of the most studied objects in the theory of random Schrodinger operators is the
integrated density of states (IDS), see for example [16, Chapter VI] and [45] for overviews.
The IDS is a nonrandom, increasing and right-continuous function on R and is often char-
acterized as the vague limit of the normalized eigenvalue counting functions. The left tail
asymptotics of the IDS are called Lifschitz tails, which capture disorder effect in the oper-
ator (1). Relating the Lifschitz tails to the tail asymptotics of the principal eigenvalue is a
classical result, see for example Kirsch and Martinelli [44] and Simon [66].

The rest of our introduction is split as follows. In Section 1.1 we discuss the previous
works on the construction of Anderson Hamiltonians with singular potentials and how our
construction relates to these works regarding the assumptions and techniques. In Section 1.2
we discuss the study of the spectral properties of the Anderson Hamiltonians. In Section 1.3
we discuss the techniques that we use to derive our results. In Section 1.4 the main results
are presented. In Section 1.5 we give the ideas behind the construction of the operator and
how we derive the stochastic terms. In Section 1.6 we describe the outline of the rest of the
paper and in Section 1.7 we give an overview of some notation that is used throughout the

paper.
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1.1 Construction of Anderson Hamiltonians with singular potentials

The mathematical study of Anderson Hamiltonians with singular potentials dates back to
the work [28] by Fukushima and Nakao. They constructed the Anderson Hamiltonian with
a white noise potential and with Dirichlet boundary conditions on the one dimensional
domain (—L, L), as the self-adjoint operator associated to the closed symmetric form on
H}((—L, L)), (formally) given by

(u,v) — / Vu - Vv — / Euv.
(—L,L) (—L,L)

For ¢ being the white noise one has to make sense of the term f(f L) (uv. To do so,
Fukushima and Nakao replaced it by

/ (uwv" + vu')B,
(_7L7[J

where B is the Brownian motion on (— L, L) (as £ is the derivative of B, this is an integration
by parts identity). In general, for a bounded open set U/ in R? and a potential V' of regularity
greater than —1, it is possible to make sense of

/ Vuv
U

for u,v € Hy(U) (we show this in Theorem 4.3 (a)). Therefore, in that case, one can
construct the Anderson Hamiltonian by considering the associated symmetric form.

However, this approach fails to work if the regularity of ¢ is below —1. The treatment of
such singular £ became possible only after the advent of the theory on singular stochastic
partial differential equations (singular SPDEs), most notably the theory of regularity struc-
tures by Hairer [34] and the theory of paracontrolled distributions by Gubinelli, Imkeller
and Perkowski [33].

Motivated by the theory of paracontrolled distributions, Allez and Chouk [2] constructed
the Anderson Hamiltonian with white noise on the 2D torus as the limit of

_A_§€+C€7

where &, is a regularized potential and c. is a suitably chosen number such thatc. T oo ase |
0. They obtained an explicit domain of the operator and its action. Subsequently, Gubinelli,
Ugurcan and Zachhuber [31] constructed the Anderson Hamiltonian with white noise on the
2D and 3D torus and studied SPDEs whose linear part is given by the Anderson Hamiltonian
(1). Chouk and van Zuijlen [19] constructed the Anderson Hamiltonian with white noise
and with either Dirichlet or Neumann boundary conditions on 2D boxes. Mouzard [58]
constructed the Anderson Hamiltonian with white noise on 2D compact manifolds, using
the theory of higher order paracontrolled distributions [8]. This paper can also be viewed as
a generalisation of [2]. Additionally, he proved a Weyl law for the Anderson Hamiltonian.
We also prove such a Weyl law in Proposition 5.17. Ugurcan [73] constructed the Anderson
Hamiltonian on R? using the methods of paracontrolled distributions.

The works [19, 31, 58, 73] mentioned above use the techniques of the theory of para-
controlled distributions [33]. Labbé [49] used the theory of regularity structures to construct
the Anderson Hamiltonian with white noise on a d-dimensional box (d < 3) with Dirichlet
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or periodic boundary conditions. Instead of directly constructing the operator itself, he con-
structed the resolvent operators G, = (a — A — &) ™! with Dirichlet boundary conditions for
large a > 0 and defined the Anderson Hamiltonian by G, — a. Although this approach is
robust, the construction is abstract and the domain of the operator is implicit.

In this work we consider a fairly general class of irregular potentials under the mini-
mal assumption on the regularity of the potential £, which means that we assume that the
regularity of £ is —2 + ¢ for some § > 0. Typical examples of potentials that are within
this regularity regime include the white noise, namely the centered Gaussian field with delta
correlation, in d-dimensions with d € {1,2,3}. However we can go beyound white noise,
as we can treat a Gaussian noise £ whose covariance is formally given by

E§(x)E(y)] = clz —y[™*, ¢ € (0,00), a € (0, min{d,4}).

Moreover, instead of working on a box, we consider a bounded domain U in R¢ and con-
struct the Anderson Hamiltonian on U with both Dirichlet as well as Neumann boundary
conditions. For the latter, besides that the domain needs also to be Lipschitz, we have to im-
pose more restrictive assumptions on the potential. For example, these assumptions do not
allow us to construct the Anderson Hamiltonian with Neumann boundary conditions for a
white noise potential on a three dimensional domain. In order to construct this operator one
expects — due to the work of Hairer and Gerencsér [29] for the parabolic Anderson model —
the need to perform an additional renormalisation, but then only on the boundary.

1.2 Spectral properties of Anderson Hamiltonians

Fukushima and Nakao [28] studied the integrated density of states (IDS) for the Anderson
Hamiltonian with white noise potential in one dimension and derived the explicit formula
that was predicted by physicists. The IDS for the Anderson Hamiltonian with white noise
potential on two dimensional boxes was constructed by Matsuda in [53].

Besides the study of the IDS, quite related are the studies of the asymptotics of the
eigenvalues. Chouk and van Zuijlen [19] showed the asymptotics of the eigenvalues in
two dimensions for a white noise potential and Labbé and Hsu [40] extended this to three
dimensions. The asymptotics of the principal eigenvalues plays an important role in the mass
asymptotics of the parabolic Anderson model [46, 47, 30]. Most recently, Bailleul, Dang
and Mouzard [5] studied different properties of the Anderson Hamiltonian and its spectrum,
for example the corresponding heat kernel and heat kernel estimates are studied, estimates
of the norms of the eigenfunctions in terms of the size of their corresponding eigenvalues
are given and a lower estimate on the spectral gap is given.

We remark that in one dimension with white noise, beyond the asymptotics of the eigen-
values and the study of the IDS, more is known about the spectrum properties.

Namely, McKean [54] showed that appropriately shifted and rescaled principal eigen-
values converge, as the segment size grows to infinity, to the Gumbel distribution in law.
Cambronero and McKean [13] and Cambronero, Ramirez and Rider [14] derived precise
tail asymptotics of the principal eigenvalue on the fixed torus. Dumaz and Labbé investi-
gated the detailed statistics of the eigenvalues and the eigenfunctions in a series of works
[25, 26, 24, 23]. No analogous results are known for singular potentials other than the white
noise in one dimension (see the conjectures in the introduction of [40]).

In this work we construct the IDS of the Anderson Hamiltonian with a singular potential
and we relate its left tail to those of the principal eigenvalues. In particular, by applying the
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work [40] by Hsu and Labbé, we derive the precise tail behaviour of the IDS for the white
noise in d dimensions, for d € {2, 3}.

1.3 Techniques

{subsec:technique

The techniques to construct the operators. Instead of directly constructing the operators them-
selves, we construct the corresponding symmetric forms. In fact, we are inspired by Gu-
binelli, Ugurcan and Zachhuber [31], where they figured out that the form domain of the
Anderson Hamiltonian for a white noise potential on the 2D or 3D torus is quite simple.
The work [48] by Kuwae and Shioya is important for us as it provides a correct notion of
convergence of symmetric forms that are bounded from below.

To construct the symmetric forms, we combine an exponential transformation with an
integration by parts formulae, see Section 1.5 for a heuristic description. The exponential
transformation is now a well-known technique in singular SPDEs. The most notable one is
the Cole-Hopf transform of the KPZ equation as used by Bertini and Giacomin [9]. Hairer
and Labbé [35] used the exponential transformation to simplify the 2D parabolic Anderson
model. Gubinelli, Ugurcan and Zachhuber [31] used it to construct the Anderson Hamilto-
nian with 3D white noise. Recently, Jagannath and Perkowski [42] applied it to simplify the
construction of the dynamical ®3 model and Zachhuber [74] applied it to prove global well-
posedness of multiplicative stochastic wave equations. It is interesting to note that, unlike
previous works, we can apply the trick of exponential transformation for the entire subcrit-
ical regime. A major drawback of the exponential transformation is the lack of robustness.
For instance, it does not work if we replace the Laplacian with a fractional Laplacian.

The techniques to treat the IDS. There are two standard approaches to construct the IDS:
the path integral approach [16, Section VI.1.2] and the functional analytic approach [16,
Section VI.1.3]. In our framework, we cannot use the path integral approach. Indeed, it
was shown in [53] that the 2D white noise is critical for this approach in that the Laplace
transform of the IDS is finite only for small parameters. Therefore, if the regularity of the
potential ¢ is lower than that of the 2D white noise, we expect the blow-up of the Laplace
transform of the IDS for any parameter. Hence, in this paper we adopt the functional analytic
approach. This approach, introduced by Kirsch and Martinelli [44], is based on the super-
(sub-)additivity of the Dirichlet (Neumann) eigenvalue counting functions and the ergodic
theorem by Akcoglu and Krengel [1].

In order to apply this approach only under the assumptions that guarantee the existence
of the Anderson Hamiltonian with Dirichlet boundary conditions, i.e., without assuming the
additional Neumann assumption 3.2 (II) needed for the Anderson Hamiltonian with Neu-
mann boundary conditions, we are introducing an —what we call- artificial Neumann An-
derson Hamiltonian (see Definition 5.9). For the construction of this artificial operator, we
rely on a rather explicit representation of the symmetric form associated to the Anderson
Hamiltonian.

Many technical estimates here are inspired by Doi, Iwatsuka and Mine [22].

1.4 Main results

{sec:main_results

In this section we state our three main results of the paper. These results do not require the
introduction of technical notions, however their assumptions do. We therefore briefly give
an idea about what kind of assumptions we assume below in Remark 1.3 and postpone the
detailed description of the assumptions to Section 3, in which we also discuss in which cases
these conditions are fulfilled. In Section 2 we introduce the necessary notation and recall a
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few definitions. In Section 1.5 we discuss the heuristic idea behind the construction of the
operator and the idea on how to proof that these assumptions are fulfilled in general.

Assumption 1.1. We fix the dimension parameter d € N\ {1}. We let Q := S'(R%), P
a probability measure on the Borel-o-algebra on ). We define the random variable £ with
values in §'(RY) by ¢(w) 1= w for w € Q. There exists a § € (0,1) such that for all
o € (0,00) one has P(¢ € C#%7(R%)) = 1, where C~2+%7(R9) is a weighted Besov-
Holder space, see Definition 2.2. A smooth, symmetric function p € S(R?) with [p=11is
given and we set

pe(z) = p('z) and & :=p.x¢  xeR’e€(0,00). 2)
Remark 1.2. We do not allow d to be equal to one, since we will work with Green’s func-
tions and for d = 1 the Green function is not singular and one would need a different
treatment.

However, the interesting potentials for d = 1 are given by the derivative of fractional
Brownian motions, whose regularity is greater than —1. Hence, they can be easily treated in
the classical framework of symmetric forms, see Theorem 4.3 (a).

Remark 1.3 (The main assumptions). Beside the above Assumption 1.1, we introduce three
other assumptions in Assumptions 3.2, namely what we call the

* Construction assumption, Assumption 3.2 (I). This imposes the existence of renormal-
isation constants (¢ ).~o in R under which (renormalised) stochastic objects converge.

* Neumann assumption, Assumption 3.2 (II). This imposes certain convergence of the
stochastic terms considering the boundary of the domain.

» Ergodic assumption, Assumption 3.2 (III). This imposes ergodicity on the noise.

Now we state our three main results of the paper. By “domain” we mean a nonempty
open subset of R? (remember that we assume d € N\ {1}).

Definition 1.4. We impose the construction assumption 3.2 (I). Let € > 0.

(a) For a bounded domain U we define H2V to be the self-adjoint operator on L*(U),
—A - ge + Ce (3)
with Dirichlet boundary conditions.

(b) For a bounded Lipschitz domain U we define 7—[€N7U to be the self-adjoint operator (3)
on L*(U) with Neumann boundary conditions.

Remark 1.5. Actually, in Section 5 we first define the operators H>V and HXV as those
that correspond to symmetric forms given in terms of the stochastic terms that we describe
in Section 3. Then we show that these equal (3).

Definition 1.6. [61, Definition p. 284] Let A, A;, A, ... be self-adjoint operators on a
Banach space X. We say that the sequence (A,,),cn converges in norm resolvent sense and
write

NR

A, —

n—oo 14
if
11_)m ||(1 + An)_l — (i + A)_le_)x =0.

A sequence converges in norm resolvent sense if and only if the above convergence holds
with “i” replaced by “\” for any A € C \ R, see [61, Theorem VIIL.19].
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The first result concerns the construction of Anderson Hamiltonians on bounded do-
mains, with Dirichlet boundary conditions.

Theorem 1.7 (Theorem 5.3). Assume the construction assumption 3.2 (I). Let U be a bounded
domain. There exists a self-adjoint operator H™Y on L*(U) such that

HOU —>5¢0 HPY in probability.

Furthermore, each of the operators has a countable spectrum of eigenvalues and the eigen-
values of H>Y converge in probability to those of H™Y. Moreover; there exist choices of
eigenfunctions of H2V and H™Y such that one also has convergence of these eigenfunctions
in probability.

The limit H™V is independent of the mollifier p.

The second main result concerns Anderson Hamiltonians on bounded Lipschitz domains
with Neumann boundary conditions.

Theorem 1.8 (Theorem 5.8). We impose the construction and Neumann assumption 3.2 (1)
and (I1). Let U be a bounded Lipschitz domain. There exists a self-adjoint operator H™Y on
L3(U) such that

HYU —>5¢0 HY in probability.

Furthermore, each of the operators has a countable spectrum of eigenvalues and the eigen-
values of HYY converge in probability to those of H¥Y. Moreover; there exist choices of
eigenfunctions of H>V and H™Y such that one also has convergence of these eigenfunctions
in probability.

The limit H™Y is independent of the mollifier p.

Remark 1.9. The statement of Theorem 5.3 is actually slightly more general than that of
Theorem 1.7. Convergence in probability implies that there exists a subsequence and a set
Q1 C ) of probability one such that the subsequence converges everywhere on (2;. For the
convergence of the Dirichlet operators, this set {2; can be chosen independently from the
choice of bounded domain U.

The last main result concerns the integrated density of states (IDS) of Anderson Hamil-
tonians. For example, we show that the notion of the IDS for Anderson Hamiltonians with
smooth potentials can be extended to irregular potentials.

For a bounded domain U and L € [1,00) we write |U| for the Lebesgue measure of U
and

Uy =LU={xeR*: L'z e U}.

We recall that for the Anderson Hamiltonian with a smooth ergodic potential V' the inte-
grated density of states Ny is given by the right-continuous and increasing function R — R
with limy_, ., Ny (X) = 0 for which, with (Ax (U, V'))ren being the eigenvalues of —A —V
with Dirichlet boundary conditions on U (counting multiplicities), for any bounded domain
U and continuity point A of Ny,

hm Z:ﬂ_{,\k UL, <)\} Nv()\)

L—oo |UL eN

{thm:main_AH}

{thm:main_Neumanr



Theorem 1.10 (Theorem 5.26, Theorem 5.29 and Theorem 5.30).
We impose the construction and ergodic assumption 3.2 (1) and (II1). There exists a (deter-
ministic) right-continuous and increasing function N : R — R with

lim N(\) =0,

A——00
such that the following holds:

(@) For (A2(U))ken being the eigenvalues of H™YV as in Theorem 1.7 (counting multiplici-
ties), almost surely, one has for every bounded domain U and every continuity point A
of N

li 1 N()).
im |UL| Z o<y = N(A)

L—oo
keN

(N is called the integrated density of states of the Anderson Hamiltonian with potential
£)
(b) Let N. be the integrated density of states of the Anderson Hamiltonian with potential

& — c., where c. is the renormalization constant from Assumption 3.2 (I).

Then, N . converges vaguely to N (see Definition 5.21).
(c) One has limy_, )\_gN()\) = %.

(d) For any bounded domain U and o € (0, 00), the following identities hold in [—oc, 0]:
lim sup(—\A)"*log N (\) = limsup(—\)"*log P(AL(U) <)),

A——00 A——o00
liminf(—X\)"%log N (A\) = liminf(—X)"*log P(AL(U) < ).
A——00 A——00

(e) Impose furthermore the Neumann assumption, Assumption 3.2 (II). For (A}(U))gen
being the eigenvalues of H¥Y as in Theorem 1.8, for every bounded Lipschitz domain
U and every continuity point \ of N,

lim —ZH{A wpy<xy = IN(A),  almost surely.
L—%CO | Ll e

With the above theorem in combination with the tail asymptotics of the principal eigen-
value proven in [40, Theorem 2] we obtain the precise tail behaviour of the IDS for the
Anderson Hamiltonian with white noise potential in d dimensions.

Corollary 1.11. Let d € {2,3} and & be the d-dimensional white noise. Then,

. _4=d 8 4
AEI_HOO(_)‘) 2 logN()‘) = _dd/2(4 _ d)2fd/2/€d 3

where k4 is the best constant of the Gagliardo-Nirenberg inequality

/4 1—d/4
1 llzsceey < CNV Il g 1 1 2y
Proof. This follows from Theorem 1.10 (d) (see Theorem 5.30) and [40, Theorem 2]. [

Remark 1.12. The case d = 1 is of course known, see [28]. The case d = 2 was proved in
[53]. In the physics literature, these tail behaviours have been already expected (e.g., [15,

11]).

{thm:main_IDS}
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1.5 Ideas behind the construction and deriving the stochastic terms

In this section we give the general ideas behind the construction of the Anderson Hamiltoni-
ans as in Theorem 1.7 and Theorem 1.8. As is common practice when dealing with singular
SPDEs, we transform and decompose terms and give a meaning to the appearing stochastic
terms by means of a renormalization procedure. The heuristics behind how to derive these
stochastic terms is described in Remark 1.16.

As mentioned before, we construct the Anderson Hamiltonian by constructing the corre-
sponding symmetric form (for a definition see Definition 4.2). For a smooth potential ¢, the
Anderson Hamiltonian —A + ¢ on a bounded domain U with Dirichlet boundary conditions
corresponds to the symmetric form

(u,v)H/Vu-anL/Cuv, 4)
U U

on the Sobolev space H;(U), i.e., u,v € Hi(U). Whereas, if we consider instead Neumann
boundary conditions the operator corresponds to (4) on the Sobolev space H'(U). For a
discussion on this, we refer to [20, Section 6 and 7].

Now we want to give a meaning to the symmetric form (4), basically with “(”” replaced
by “£”. By the bilinearity of symmetric forms, it suffices to give a meaning on the diagonal,
i.e., we may consider u = v in the above formula (see also the comment below Defini-
tion 4.2). Now we will transform the above formula, in a type of “partial Cole-Hopf™ trans-
form, by imposing that u is the product of €* and another function, for some well-chosen
function w. We present this in Lemma 1.15 after introducing some convenient notation
in Definition 1.13 and recalling Green’s formula in Lemma 1.14. For the definition of a

Lipschitz domain U and C*°(U), see Definition 2.3.

Definition 1.13. Let U be a bounded Lipschitz domain. Let v : U — R? be such that v is
the outer unit normal on OU almost everywhere. Let S the (d — 1)-dimensional Lebesgue
measure on OU. Let g € C*(U). For z € 90U we define V,g(z) := Vg(z) - v(x).

Let f be a measurable function on QU such that fV,g is integrable on 0U. We write

/ fVg-dS = fV,gdS.
ou

oUu

Lemma 1.14 ([27, Theorem 4.6]).

o Let U be a bounded domain. Then, for every f € H'(U) and g € C*(U),

/UVf-ng—/Ung.

s Let U be a bounded Lipschitz domain. Then, for every f € H'(U) and g € C*(U),

[ vr-Yg== [ g+ [ T(5)vy- as. 5)
U U oU
where T = T () is the trace operator (see Lemma 2.8 (b)).
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{lem:sym_form_ tre

Lemma 1.15. Let U be a bounded Lipschitz domain, {,w € C*®(U) and u € H'(U). Set
v := e “u. Then, one has

/(|Vu|2—Cu2):/62w|Vv|2—/eQw(C+|Vw|2+Aw)UQ+/ T (v*)e*Vw- dS.
U U U ouU

Proof. One has

/eQw]Vv\2:/ezw\V(ewu)|2:/|Vw]2u2+/|Vu|2—/Vw~V(u2)
U U U U U

and by integration by parts (Lemma 1.14) one has

/UVw-V(u2): . (u*)Vw - dS—/(Aw)u2. O

U

By taking ( = &, — c. for some c. € R and a smooth enough w® and by writing

yE _62u)5 (55 - CE + ’V@UEF + Awg), (6) {eq:y_eps_def}

b:

u

wE

e " u,
the Anderson Hamiltonian with potential . — c., namely,
—A - €€ + 057 (7) {egn:smooth_ander

on U with Dirichlet boundary conditions, corresponds to the symmetric form on Hg(U)

given by,
/ IVl — (€ — c)u? = / V[V + / ()
U U U

Similarly, if we instead consider Neumann boundary conditions, it corresponds to the sym-
metric form on H'(U) given by,

/ |Vul> — (& — c)u® = / V|V’ |2 4 / (W) 4+ [ T((W)?)e* Vur - ds.

U U U U

As w* will be chosen smooth enough such that H} (U) = e*" H} (U) and H*(U) = e HY(U),
this means that we have to give a meaning to the limit of two, in the case of Dirichlet bound-
ary conditions, and three, in the case of Neumann boundary conditions, symmetric forms,
namely

v '_> / €2w8|vv|27 v H / yEU27 v '_> T(U2)62wevw€ * dS (8) {eq:three_syms}
U U oUu

As we will show in more detail in Section 4, if there are w and y such that w® — w in C% and
y® — yin C71*7, then the first two symmetric forms in (8) converge to the corresponding
symmetric forms with w and y in place of w® and 3°, respectively.

2.4 This basically reflects the first assumption that we impose and call the

construction assumption: Assumption 3.2 (I). As 7 (v?) is in L'(9U) for v € H'(U), one
would expect the third symmetric form to converge only if > 1, as then Vw® — Vw
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in C°~'. However, with an additional assumption on a stochastic term, which we call the
Neumann assumption namely Assumption 3.2 (II), it suffices to assume that § > % For this
we use a further decomposition of the third symmetric form in (8). We discuss this in more
detail in Section 3.3.

So as mentioned, the construction and Neumann assumptions impose conditions on the
stochastic terms. Given a noise £ there is a way on how to find these stochastic terms. We
describe the idea in the following remark.

Remark 1.16 (Idea behind the derivation of the stochastic term w*®). Let us present the
heuristic idea on how to choose these w®, by forgetting for the moment about the regu-
larization parameter “c” and the renormalisation constants “c.”. Namely, we are going to
construct a w such that

£+ |Vu* + Aw

is sufficiently regular. For convenience of conversation, let us introduce a formal notion
“deg(c)” which more or less reflects the regularity of an object “o”, namely, we set (deg
coincides with |-|; as in Definition B.6)

deg(&) = =2+, deg(0;0) = deg(o) — 1,

deg((—A)'o) = deg(o) + 2, deg(oy - 09) = deg(oy) + deg(o2).
Now we expect to be able to choose w with positive regularity, so that the term |Vw|? has a
larger regularity than Aw, i.e., deg(|Vw|?) > deg(Aw)). Hence, by ignoring |Vw|* we try

to find a w such that Aw compensates the irregularity of £&. The most natural choice for this
isw = (—A)~'&. In this case,

E4+|Vul* + Aw = |[V(-A) €2 = 7.

Observe that deg(71) = —2 + 24, which is greater than deg({) = —2 + 0. If the degree
—2 4+ 26 is too small to our taste, then we instead set

w = (—A)" (€ + ).
For this w we obtain

£+ [Vw]? + Aw = 2V(=A) - V(=A) 'y 4+ |[V(=A) Ty 2,

where deg(my) = —2 + 30 and deg(73) = —2 + 46 are both greater than —2 + 2§. One can
repeat this argument until one obtains a sum of terms for £ + |Vw|* + Aw such that each
term has sufficiently large degree. (As Theorem 4.3 (a) shows, “sufficiently large” means
that the degree is greater than —1.)

The above arguments are not yet mathematically rigorous, as for instance, the term
|V(—A)~1€|?, that is the inner product of V(—A)~!¢ with itself, a priori does not make
sense since V(—A) !¢ is not a function in general. Moreover, it turns out that |V (—A) &, |?
itself does not converge as ¢ | 0, but if we take a “renormalization” of it, namely

[V(=2) & = E[[V(=A)7&[*(0)],
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then it does converge in probability. Then, we take the limit of it as our definition of 7
(instead of the nonrigorous definition |V (—A)~1£|? above).

We will discuss the derivation of the stochastic terms in more detail in Section 3. On the
one hand we consider the concrete examples of two and three dimensional white noise, in
which case it suffices to take the first and second choice of w as described above, respec-
tively. On the other hand, we mention how to deal with general noises of regularity greater
than —2 with the use of the theory of regularity structures.

1.6 Outline

In Section 2, we introduce some notation related to the function spaces that we use. Tech-
nical estimates related to the objects introduced in Section 2 are postponed to Appendix A.
In Section 3, we describe the main assumptions and give examples for which these as-
sumptions are satisfied. In Section 4, we cover some theory on (deterministic) symmetric
forms that will be relevant to our problems. In Section 5, we give the definition of the
Anderson Hamiltonians and prove the main theorems on the construction and the IDS. In
Appendix B we review some necessary terminalogies from regularity structures in order to
prove in Appendix C that under general conditions the construction assumptions are satisfied
for subcritical noises.

1.7 Notation

We set N := {1,2,3,...} and Ny := {0} UN. We call a subset of R? a domain if it is an
open subset of RY. We denote by U the closure of a subset U of R%. Given a subset U of
R%, L € (0,00) and z € RY, we set

Up:=LU={ycR: L7'ycU},

d(z,U) = inf{lx —y| : y € U}, B{UR) == {y € R* : d(y,U) < R} and
B(z, R) :== B({z}, R). We denote by |U| the Lebesgue measure of a measurable set U.

We denote by S(R?) the space of Schwartz functions equipped with the locally convex
topology generated by the Schwartz seminorms, and, by S’(R¢) the space of tempered distri-
butions, that is, the dual space of S(R?). We denote by supp(f) the support of a distribution
or a continuous function f in R% Let & € N U {oo}. For a domain U, we write C*(U)
for the k times continuously differentiable functions on U and C*(U) for those functions
in C*(U) with compact support. For a closed set V' C R? (we will consider U and OU for
domains U), we define

CHV) = {flv : f € CHRI)}.

For a subset U of R?, either open or closed, we define

I llew izsug Z 0% f(z)| ifk < o0

TV lend i<k

We denote by LP(U), p € [1, o], the usual Lebesgue LP-space on U. We denote by (F, f)
the dual pairing of I/ € S'(R?) and f € S(R?) and the dual pairing of Besov spaces [64,
Theorem 2.17]. We denote by f * g the convolution of f and g. By duality, the convolution
f*gfor f € S(RY) and g € S'(R?) is defined and represents a smooth function.
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Let A, X besetsand f,g : Ax X — [0, 00]. We write f(a,z) <, g(a, z) if there exists a
constant C' € (0, oo] (possibly) depending on a —for which we also write either C' = C'(a) or
C = C,—suchthat f(a,z) < Cg(a,x) for all z. We will not explicitly write the dependence
on the dimension d, i.e., we write “<,” instead of “<,,”.

2 Function spaces and Green’s functions

2.1 Besov spaces on R?

Here we describe definitions and important properties of Besov spaces on R?. Technical
estimates related to Besov spaces will be given in Section A.1.

Definition 2.1. The Fourier transform of a function f € S(R?) is defined by
Fiw) = [ f@e
R4

We define F f for f € §'(R?) by duality: (Ff,g) := (f, Fg) for g € S(R?).

Definition 2.2. Let ¥, x be smooth radial functions with values in [0, 1] on R? with the
following properties:

* supp(X) € B(0, 5), supp(x) € {z € R? : § < o] < 5}
* X(@) + 3 Zgx(@27z) =1forz e RYand )72 x(277x) = 1forz € R\ {0}.

The existence of such ¥ and Y is guaranteed by [4, Proposition 2.10]. For f € S'(R%) we
set

A—lf :‘F_l()v(f.f)a A]f :‘F_l(X(2_j')‘Ff)v je I\IO~
Let p,q € [1,00] and r € R. For o € R, we set
wy(x) i= (14 |z|*)73.

The weighted nonhomogeneous Besov space B;:g(Rd) consists of those distributions f in
S'(R?) such that || f|| gre ey < 00, where

1 g ey 2= || (277 o 2 o))

j=-1

04

Let us mention that the norm actually depends on the choice of x and Y, though the space
does not. See for example [4, Corollary 2.70]. [4, Lemma 2.69] implies that different
choices of x and x as above give equivalent norms.

We set C"7(R?) := BL7 (R?) and write C"(R?) := C"°(R?), By (R?) = Byo(R?).

2.2 Sobolev-Slobodeckij spaces on bounded domains

Definition 2.3. We say that a bounded domain U of R? is called a bounded Lipschitz domain
if its boundary can be locally approximated by Lipschitz functions in the following sense:
For each y € OU, there exist r > 0, a Lipschitz function 7 : R%~! — R and an bijection (a
relabelling) o : {1,...,d} — {1,...,d} such that

UNB(y,r)={x € By,r) : To@) > V(@o(1);-- - To(a))}- )
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A function f : OU — R is called smooth if for each y € OU, additional to the r, v and
o as above such that (9) holds, there exists a smooth function g : R! — R such that
f(x) = g(zo01), -, To@a—1)) for x € OU N B(y,r). C*(0U) is the space of all smooth
functions on OU.

{def:fractional_S

Definition 2.4. Let U be a domain in R%. Let p € [1,00] and 7 > 0. Ltemssoboten op.

(a) The space W (U) is the completion of {f|y : f € C*=(U), | flullwy @y < oo} with
respect to the norm

[ fllwgw) = Z 10 fll Lo wy + Z [0 flyyr- 1) 17y

a€eNG,al<r aeNg |a|=|r]
where [g]yo() 1= 0 and for s € (0, 1),

(.[U fU |g\mx)y|g+pa dz dy) p < 0, )

lg(x)—g(®)| _
Supx,yeUJw—y\gl [z—y[® p = .

[Q]W;(U) =

We set H"(U) := W3 (U). We denote by W/ ,(U) the completion of C2°(U) with
respect to the norm ||+ ||yyy ey (nOt |||/ (1)) and we set HE(U) := Wy, (U).

(b) Let U be a bounded Lipschitz domain and r € (0,1). The space W (0U) is the
completion of C'*(0U) with respect to the norm

{item:sobolev_sps

lglov lwrovy = llgllLr@vy + [glwr o0

where

[9lwr vy = (faU faU \Iﬂgc(zzldgl+f'r d dy) P <0,
P lg(z)—g(y)|

SUPz yedU, Ja—y|<1 ~ [z—y[" p = 0.

Remark 2.5 (Equivalent definitions). For a bounded domain U, let W; (U) be the space
of f € LP(U) such that the distributional derivatives 9 f for |o| < r are in LP(U) and
| fllwgan < oo ~

Then W ((U) is the closure of C°(U) in W (U) and if U is a bounded Lipschitz do-
main, then W) (U) = W (U), see for example [59, Theorem 1.2] and [56].

Definition 2.6. For U a domain in R? and r > 0 we also write C"(U) = W (U) and
1 fllera@y = 1f llwe @)

The following lemma relates the Sobolev—Slobodeckij spaces W} (and C") for U = R4
to the Besov spaces.

{lem:equivalence_
Lemma 2.7. Let s € (0,00) \ Nand p € [1,00]. Then Ws(RY) = B, ( 4), O%(RY) =
C*(R?) and the norms ||- [ ws (may and ||| ay and ||-
are equivalent).

Bj ,(RY) Ce(R)
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Proof. This follows by [71, p.90]: For p € [1, 00) one has W (R?) = B5 (R?) with equiva-
lent norms, see [71, p. 90 and p.113] (W*?(R?) is written instead of W;(R?) and it is shown
that W3(R?) = A3 (R?) = B:, (R%)), for C*(RY) = C*(R?) = B:, _(R%) with equivalent
norms, see [71, p.90 (9), (6) and p.113] (actually, in [71] C*(R?) is defined differently but
shown to be the same as B, (R)). O

{lem:extension_ar

Lemma 2.8. Let U be a bounded Lipschitz domain. {item:extension_c

(a) Set D := Upept,o0]refo,0) W, (U). There exists an extension operator 1 : D — S'(R?)
such that

* (f) = f as distributions on U for f € D,
* N[(H)llwy@ay Svpr [1fllwy ) for every p € [1,00], r € [0,00) and f € D,
L(f) € C®(R?) forall f € C=(U).

{item:trace_op_ar

(b) Letp € (1,00) and r € (é, 1+ ]%) Then, the map C>(U) — C>=(0U), f — flov

po1
extends uniquely to a bounded linear operator T = Ty : Wy (U) — W, 7 (0U).
Furthermore, there exists a bounded linear operator that is the right inverse of T .

Proof. For (a) see [68, Chapter 6] in combination with [70, Section 4], or, for r € [0, 1),
[21, Theorem 5.4]. For (b), see [51, Theorem 3]. [

{def:universal_ex

Definition 2.9. An extension operator ¢ as in Lemma 2.8 (a) is called a universal extension
operator from U to R?. The operator 7 as in Lemma 2.8 (b) is called the trace operator.

2.3 Green’s functions

{subsec:green_fur

Let G be the Green’s function of —A on R? (remember that d € N\ {0}), which means
that —AG * f = f for f € S(R?). That is, G is the distribution which is represented by the
function defined for x # 0 by

—L1 d=2
Gla) = { oglz| :

—(d—2

where wy is the volume of the unit ball in R?. The identity —AG * f = f for f € S(R?)
implies the formal identity G = F (|27 - |72). As |-|7% is singular at the origin, it is
convenient to introduce the following variants of G.

{def:G_N_and_H_N}

Definition 2.10. Let y be the function introduced in Definition 2.2. For N € Ny, we set
Gy = F (1 —x@2N)2m7?).

Even though in general one cannot take the convolution of any two tempered distributions,
for a tempered distribution g € S'(R?) we write

Gyxg:=F ((L—x@2"))2r- | Fg).

Observe that the latter is indeed a tempered distribution as the product of the smooth function
(1—x(27V.))|27 - |72, which itself and all its derivatives are of at most polynomial growth,
and the tempered distribution F g, is again a tempered distribution.
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Moreover, observe that for any g € S'(R?) there exists a f € C>°(R?) such that

—AGyxg=g+ [ (10)

The parameter NV is introduced to control the norm of G * f by letting N large:

Lemma 2.11. Let U be a bounded domain, o € (0,00) and §_ € (0,6). Then for L > 1
and N € N

-

1GN *glles-(v,) Svs-se L72 _57)N||9||c—2+6,v(w)-

Consequently, for g € C~27%7(R%) we have limy_,oo Gx * g = 0 in C°~ (U).
Proof. This follows by Lemma A.5 and Corollary A.10. ]

Remark 2.12. For M, N € Ny, we have G — Gy € S(R?). Furthermore, for f € S'(R?)
and N € Ny, we set
AGN = @)+ fi= FI )]+ S, (11)

which is a smooth function. By considering their Fourier transforms, one observes

A(Gyxf) = —f + MGy - G) % f. (12)

3 Assumptions on the stochastic terms

We motivate and state the main assumptions in Section 3.1, namely, those that are al-
ready mentioned in Remark 1.3: the construction assumption 3.2 (I), the Neumann assump-
tion 3.2 (II) and the ergodic assumption 3.2 (III). In Section 3.2 we show that the construc-
tion assumption is satisfied for the white noise £ in two and three dimensions and mentioned
that it is satisfied for a very general class of subcritical noises within the framework of
regularity structures (the arguments are postponed to the Appendix C, since it requires the
full-fledged theory of regularity structures, see also Appendix B). In Section 3.3 we consider
sufficient conditions and examples for which the Neumann assumption 3.2 (II) is satisfied.

3.1 Assumptions

In addition to Assumption 1.1, we will introduce three more assumptions. In this section
we go into more depth on the idea behind the construction as explained in Section 1.5 and
motivate the main assumptions, which we formulate in 3.2.

Remark 3.1 (Towards the construction assumptions). Recall from Assumption 1.1 that . is
a mollification of the white noise £. As already motivated in Section 1.5, for the convergence
of the smooth Anderson Hamiltonians, it basically suffices to find functions w® and scalars
¢. such that

Y = —e?" (& —ce + |Vw€|2 + Awf), (13)
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converges in C~1*9. Moreover, in Remark 1.16 we have described the heuristics of finding
such w®, or actually their limit, w, where (formally)

w=(-A)"'X, and, X =E64+71 4+ + T (14)

For the above mentioned convergence of 3¢, we have not been precise on what C~! means.

In fact, for the noise and the stochastic terms, we will not consider them as elements on
function spaces on U, but as elements of weighted Besov spaces on RY. That is, we consider
¢ as an element of C~2+%7(IR?). The o determines the “amount” of polynomial growth that
it allows for. As ¢ is of at most polynomial growth, so is the w as in (14). But then €2 could
be of exponential growth, so that we cannot guarantee a priori that (13) is an element of a
space that allows only polynomial growth, which we want in order to show the existence of
the integrated density of states. For this reason we replace ¢**" by F'(w¢) in the definition
of ¢, where F is a bounded smooth function which equals ¢ — —e? around the origin.

Now “(—A)_l” as in (14) is a formal notation, which one could replace by “G*”, where
G is the Green’s function as in Section 2.3. However, due to the singularity of G, we will
not exactly work with the Green’s function itself, but rather a version of it in which “the
Fourier terms around zero™ are cut off, i.e., we will work with GGy instead (Definition 2.10).
The extra parameter /N will be tuned, i.e., it will be replaced by a random variable M that
also depends on the domain U so that instead of (14), we consider

w= Gy *x X,

2w

and M is set in such a way that F'(w) = —e

By the above remark we are now ready to put the assumptions on the stochastic terms
for the construction of the Anderson Hamiltonian with Dirichlet boundary conditions, see
Assumptions 3.2 (I). In these assumptions we will also give a rigorous meaning to the object
X that appeared in (14).

In Remark 3.5 we comment on the Neumann assumption 3.2 (II), as it is easier to discuss
this given that the reader has read the construction assumption 3.2 (I) first.

In Assumptions 3.2 we display not only both the construction and the Neumann assump-
tions, but also the ergodic assumption, which is a rather standard assumption that is made to
guarantee the existence of the integrated density of states.

Recall that C*? and By, are defined in Definition 2.2 and Gy is defined in Defini-
tion 2.10.

Assumptions 3.2. We abbreviate for « € R

L= () () L’®.Cc®RY).

0€(0,00) pe[l,00)

2+4

(I) (Construction assumption) There exist (c:).>o in R; X and (X¢).~o in L™ such

that X — ¢ € L72*% and for all 0 € (0,00) and p € [1,00)

| X° — Xl o p 2400 ey) = 0,

161{51”)(5 _ fe — (X — §)HLP(P,C*2+25J(R‘1)) =0.

Let ' : R? — R be a compactly supported smooth function such that F'(z) = —e*® if
|z| < 2. For N € Ny, we set W5, := G *x X¢ and

Yy o= F(WR) (& — e + [VWR[* + AWR). (15)
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There exists a Yy € L ™1+ such that for all o € (0, 00) and p € [1, 00),

[ Y5 = Yollioe ooy = 0.

Furthermore, there exists an integer b = b(J) € N such that for any o € (0, c0) and
p € [1,00) we have

a:=a(d,0) = sup 27 °V||Yy|lc-1+s0(ray € LP(P). (16)
NeN

Both X and Y are independent of the mollifier p.

(I) (Neumann assumption) We assume that § € (%, 1). For a bounded Lipschitz domain
U, let ffSU be the tempered distribution given by (see Definition 1.13 for the notation

Jou fVg - dS)

© oV (G * &) - dS.
oU
Then there exists a random variable YV with values in S’ (R9), independent of the
mollifier function p, such that

VY = YY) ysts ey = 0 in probability for all p € (2, 20). (17)

In addition, for every p € (8d, c0) and ¢ € [1, 00) we have

sup L_%||YUL||BP—2+§(R(1) e LI(P). (18)
LeN ”

(IIT) (Ergodic assumption) Recall that our probability space €2 is the space S'(R?) of tem-
pered distributions. Then, we have maps 7, :  — Q (z € R%) of translations
w — w(- — x). We assume the probability measure PP to be translation invariant
(P =P o T, for all x) and ergodic with respect to (7},) ,cpa-

Remark 3.3. It is well-known (e.g. [62, Proposition 6.1]) that Assumption 3.2 (III) is satis-
fied for the Gaussian noise £ with covariance E[{(x)¢(y)] = v(x — y) such that
lim v(x)=0.

|z|—o00
In particular, this assumption is satisfied for the white noise.

Remark 3.4. The technical estimates (16) and (18) are necessary only for the construction
of the IDS (Section 5.3, in particular Remark 5.13).

Remark 3.5 (About the Neumann assumptions). From the discussion in Remark 3.1 we
know that the w* and the ¥ as in Section 1.5 are equal to W7, and Y}; for a well-chosen
random variable M (for its definition, see Definition 5.2).

From the convergences of the stochastic terms w® and y° that we obtain from the con-
struction assumption, the two first symmetric forms in (8) converge, as forms on H'(U). We
need an additional assumption in order to deal with the third symmetric form in (8), which
is,

v T (v®)e2VuvWws, - dS.
ouU
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Set
Ve =G x (X5 — &) + (G — Go) x &

We decompose the above symmetric form as the sum of the following symmetric forms

v | THe2uV(Gy x &) - dS, v | TV VYE - ds. (19)

U U
Now, by the convergence £, — ¢ and the assumed convergences of the X© and X° — &
from the construction assumption 3.2 (I), we obtain by estimates on the Green’s function,

which we have put in Corollary A.10, and estimates of derivatives in Besov spaces, see
Lemma A.6,

Ws, — Wy in C%7(R%), (20)
Gox& — Go*& in % (RY), (21)
Gu* (X5 —§&) = Gux(X -6 in C*%7(RY), (22)
(Gar — Go) % & — (G — Go) % € in 1197 (RY). (23)

In particular, by combining (22) and (23), for ¢ € (%, 1) we have
Y, =Yy inC¥P(RY). (24)

In Section 4 we will show in more detail that (20) and (24) imply the convergence of the
second symmetric form in (19). This is basically because the function e2"# VY, converges
in a space of positive regularity. Now for § > 1 the function Vi V(G * £,) converges in a
space of positive regularity. However for § € (%, 1) the convergence in (21) does not seem
to suffice, due to the integration over the d — 1 dimensional boundary OU. Let us elaborate
on this. We can rewrite the first symmetric form in (19) as v — (Y, e2Vir0?), where YU is
the distribution as in 3.2 (II) given by

© — oV (Gy*&.) - dS.
ouU

The distribution ffsU could be formally interpreted as the product of V(G * &) with the
distribution 5/, given by ¢ +— |, oy ¢ dS. The distribution oy is of regularity —1 (e.g.,
for I = [0, 1]*"" x {0}, d; is the tensor product of 1y ;ja-1 and dy, which are in C°(R?"1)
and C~1(IR), respectively; hence the tensor product is in C~'(IR?), see [65]). Therefore the
product of these two, and thus YQU, converges only in the space of regularity —2 + ¢§. As the
symmetric form is on H*, by this reasoning, this convergence is sufficient only for § > 1.

When additionally imposing conditions on the boundary, called the Neumann assump-
tion 3.2 (II) it actually suffices to assume & > % For the details we refer to Theorem 4.3,
though we do mention it is basically due to the identity

T (") uV (Gox &) - dS = (Y R4 T (v)?)),

ou

where 7 is the trace operator and R is the composition of the right inverse trace operator
and the extension operator (see Lemma 2.8 (b)).
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Remark 3.6. To construct the natural Neumann Anderson Hamiltonian without the Neu-
mann condition 3.2 (II), we conjecture that “boundary renormalisation” is necessary.

For instance, if £ is the 3D white noise, the recent work [29] suggests that the operators
associated to the symmetric forms

(u,v)H/Vu-Vv—(fg—ce)uv—kcg/ uv dS
U

ou

converge, where the constants ¢, diverge logarithmically.

3.2 Construction assumption

Here we give examples of the noise £ for which the construction assumption 3.2 (I) is satis-
fied. We recall that the heuristic to find X is outlined in Remark 1.16.

Example 3.7. Let d = 2 and ¢ be the white noise on R2. Then & € LP(P,C~2+%7(R?)) Let
us check this by some calculations: First of all, observe that

B[ As€() ) = 5 o2 9] = s = (@) 3 = 24

Now we have

o0 (o ¢]

E[||€ B;;jﬁ(til‘[)} = Z 2"PIE[||lweAE|] = Z 2:'1},7/ we (z)PE[| A€ (2)|P] da
=1 j=-1 o
<, Z 9rPJ / t)PE[|A€(a )Hﬁ dr = Z 2rPiirs Vo ||% s,
j=—1

which is finite for » < —’:f With the Besov embedding Lemma A.1, (74) we have for all
Kk > 0,

|I) ] rgll-mhyr.(f E[H{‘

74'7‘7} n(ﬂfd)

Elll

p }
Bpp (R)

and so £ € LP(P,C~ %1% (RY)) for § € (0,1 — ) and all 0 € (0, c0). Differently said, for
any 6 € (0,1), 0 € (0,00) and p € (7%

o00) we have
¢ € LP(P,C209(RY)).

As by Holder’s inequality we have

1€l La@.c-2+00@ay < €]l Lo@,c-2+50®ay),

the above holds also for p € [1, 1(](5L i.e., for any p € [1,00). and by the proof of

Theorem A.3, £, — £ in LP(P,C~ 2”"(]RQ)) forall p € [1,00), 0 € (0,00) and § € (0, 1).
We check this by a simimilar calculation as above. By the above arguments, i.e., the Besov
embedding and Holder’s inequality, we may restrict to showing

Elllge — ¢

P
u;;;;w/)} — 0.

Now

o

EZ IR |wy (pe + A€ — D)%),

Efll¢- —
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and E[||w,(p: * A€ — Aj€)||} ] converges by Lebesgue’s dominated convergence theorem,
by means of the arguments of the proof of Theorem A.3. We set

Ce = EHVGO * §E|2(O)]? T = |VG0 * §5|2 — Ce-

In the following, all convergences hold for all for all p € [1,00), o € (0,00) and ¢ € (0, 1),
so we refrain from repeating this. As shown in [35, Proposition 1.3] (recall (10)), see the
proof for the convergence in L' (which suffices because of the hypercontractivity of Wiener
Chaoses), we have 75 — 7 in LP(P,C~%t207(R?)). We then set

X =& + 75
We define W5 and Yy as in Assumption 3.2. To compute Y, we observe that
IVWEI? = |VGo * X°|? +2(VGo x X°) - (V(Gy — Go) * X°) + |[V(Gn — Go) x X2

To simplify notation, we set 75, := (Gy — Gp) * X¢, and recall that the limit 7y := (G —
Gy) * X is smooth by Remark 2.12. Recalling (12), we obtain

Zy =& — e + |[VWR[ + AWE
=2(VGo &) - (VGo* 1) + |VGo * 7> + 2(V Gy * X°) - Vi, + |V |?
+ Aryy + [A(Go — G)] = X°.

We have
=X —1°,
and
X =A(Gy —Go) * X° + A(Go — G) * X° — AGy * X©
IVIW|? = [VGo x X°> + 2(VGo x X°) - Vs, + [Vry)?,
and

VG * X2 = [VGo % &2 + 2(VGo % £.) - (VGo % 7°) + |V Gy + 72
=7°+ Ce + 2<V(l(] * g;) : (VG(V) * Tf) + ‘VGU * 73‘2,

from which we deduce the above identity for Z5:

75 =& —c. + VW + AWE,
= X — 1% — .+ |[VWE [ + AWR
= Aryy +A(Go — G) * X° =17 —c. + [V
= Ary + A(Go — G) * X7+ 2(VGy &) - (Vo x 1)
+ [V Gy T°[* + 2(VGo % X°) - Vriy + [V

2

By the properties of G (see Corollary A.10),

VG * & — VG x & in LP(P,C7107(R?)),
VGyx7° — VGy* 1 in LP(P,C 1227 (R?)).

21



Since § can be arbitrarily close to 1, the products in the formula of Z5, have well-defined lim-
its, and therefore Z5, converges in LP(P,C~1t%7(R?)) as € | 0. Because W5 = Gy * (£, +
7¢), by Corollary A.10

W5 — Wy =Gy (E+7) in LP(P,C*(R?)),

and, as F is Lipschitz, also F(W5) converges in LP(IP,C°(R?)) (using Lemma A.4 to “get
rid of 7). Therefore, for § € (3,1), Y5 = F(W§)Z5 converges in LP(P,C177(R?)) as
¢ | 0 by the Bony type estimates for weighted Besov spaces [32, Lemma 2.14].

Finally, the estimate (16) on Yy follows from the estimate

Irwllene w2y Swo 25OV X lo-2a0@2),

which is a consequence of Corollary A.10. Therefore, Assumption 3.2 (I) holds.

{ex:3D_white_nois

Example 3.8. Let d = 3 and ¢ be the white noise on R3. Then ¢ € LP(P,C~2+%°(R?)) and
by the proof of Theorem A.3, &, — ¢ in LP(P,C~27%(R3)) for all p € [1,00), o € (0, 00)
and ¢ € (0, 3). In the following, all convergences hold for all for all p € [1,00), o € (0, 00)
and 0 € (0, %), so we refrain from repeating this. From the convergences of the renormalized
models associated with the 3D parabolic Anderson model [36, Theorem 5.3] or by consid-
ering the convergences in [31, Theorem 2.38], we deduce the existence of 71, 79, 73, 74 and
the following convergences as € | 0,

7 = |[VGo* &P — E[|[VGo * &[*(0)] = 7 in P
75 = (VGo &) - (VGo x1{) — 7o in L?
75 = |VGo * 75|* — E[|[VGo * 752 (0)] = 73 in P
i = (VGo* &) (VG *x15) — 7 in L?

P,CH0 (R),
]P), C—2+35,0 (Rd))7
P, 200 (R,
P, 1407 (R3)).

N N N /N

31

31
Y v
v
X
v
%
We set

ce = E[|VGo * &*(0)] + E[[VGo * 71 [*(0)],
Xe =& 4+ 15+ 275 + 75 and 5, := (Gy — Go) * X°. Similar to the 2D case, we obtain

Zy =& — e + [VWR > + AWE
=417 +2(VGo* &) - (VGo x 73) + 2(VGo x 1) - (VGo * (275 + 735))
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+2(VGy x X°) - Vry + |VT§V|2 + Ary + [A(Gy — G)] x X°
+|VGy* (275 + T§)|2,

from which we see that Z5; converges in L?(P, C~1+%7(R3)). As for the 2D case, F(W)
converges in L?(IP, C°(R?)). However, now ¢ € (0, 5) and so —1+ 24 is negative. Hence we
cannot guarantee the convergence of Y5 = F(WR)Z5 in the same way as for the 2D case
(recall the Bony type estimates for weighted Besov spaces [32, Lemma 2.14]). However,
with some techniques from paracontrolled distributions [33], we can guarantee the conver-
gence. We describe the method without proving all the details. (The symbols “<, >, 0 are
here replaced by “©, ©, ®” to align with the recent notation.)

From the above, and using Lemma A.6 (a) and Corollary A.10, observe that
V(G * 75 + r%) converges in LP(IP,C~1+4%7(R3))
A.10 and V(Go*&. ) converges in LP(P,C~1+97(IR?))
so that
47’2 -+ 2<VGU * 65) : V(Go * T§ + T?V) (25) {eqn:def_V_N_eps_

converges in LP(P, C~1+%7(R3)) and
va =75 — (47’2 +2(VGo * &) - V(Go x5 + 7"}6\/))

converges in L?(P,C~ 14207 (R3)). Therefore the product F(W¢)Z5, converges in the space
LP(P,C~ 122 (R?)) for 6 € (3, 3).
Hence, we are left to consider the product F(W§)(Z5 —Z5). Now, we finish by showing
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(a) F(WEg)75 converges in LP(IP,C~11209(R3)),
(b) F(W5)(VGy * &) converges in LP(P,C~1+297(R3 R?)).

Indeed, if (b) holds, then F'(W ) (VGox&:)-V (Gox75+1%;) converges in LP (P, C~17207(R?))
because —2+ 60 > 0 ford € (3, 3).

Let Q)¢ be either 7; or VG * £, for the moment. As the convergences of the paraprod-
ucts © and © are guaranteed, it suffices to show the convergence of the resonant product
F(W%) ® Q°. By the paralinearization lemma [33, Lemma 2.6],

FWR) = F'(Wy) e W5 + F'(Wy) © (Wi = W5) + Ry,

where || Ry ||c20 So0 1+ ||Wx|es.o. Since W — W, is smooth, it suffices to consider the
resonant product between F'(IW5) © W{ and Q°. By the so-called Commutator lemma [32,
Lemma 2.16]

[(F'(Wx) @ W§) ©Q° — F'(WxR)(W5 © Q°)|le-1+3520 3y
SIE W) lles @) W5 oo @s)[| Q%=1+ ).

from which can deduce that for the convergence of F'(W5,) ® @° it suffices to show conver-
gence of F'(W5)(W§ © Q°).

Proof of (b) For Q° = V(Go*&.) we have Wi OV (Go*&.) = 1V((Gox&) O(Go*EL)) +
Go * (X — &) © V(G * &) and so the convergence follows because (G * &) ® (Gg x &)
and G * (X¢ — &) converge in LP(P,C?7(R?)).

Proof of (a) For ()° = 7;, we have the following identity

(Gox&) O = (VGo*E) © (VGo* 7))
=V [(Gox&) O V(Go* 71)] + (Go * &) © [A(Gy — G) + 7).

The convergence of the two terms in the second line follow rather straightforwardly (recall
(11)), whereas the first term on the right-hand side (on the first line) converges as is shown
in the proof of [31, Theorem 2.38].

As in the 2D case, the estimate (16) on Yy follows from Corollary A.10.

The above examples are specific cases for which the construction condition 3.2 (I) is
valid. This condition is however valid under very general assumptions in terms of regularity
structures, as we show in the next theorem. Namely, we consider the regularity structure
associated with the generalized parabolic Anderson model

&m-Au—l—Zg” 8u8u+2h JOiu + k(u) + f(u)E, (26)

7,7=1

or equivalently, the following elliptic equation, as it leads to the same regularity structure

Au—ng 8u6u+2h )0+ k(u) + f(u)é,

2,7=1 =1

as described in [12] and we also consider the renormalization approach considered therein
called the BPHZ renormalization, which is further developed in the subsequent works [17,
39, 7].
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In the following theorem, the assumption we rely on, namely Assumption B.42, is for-
mulated in the language of regularity structures, based on the language discussed preceding
it in Appendix B. This assumption basically means that the solution theory of the general-
ized parabolic Anderson model can be developed. Hence, the following theorem states that
if this is the case, then the construction condition 3.2 (I) is valid as well.

Theorem 3.9. Impose Assumption B.42, which assumes that the BPHZ renormalization
models converge and a few probabilistic estimates hold. By setting X¢ := X% PP and
X = X2 45 in Definition C.9 and letting c. be defined by (104), the construction
condition 3.2 (1) is valid.

Examples 3.10. The work [17], see especially Theorem 2.31 and Theorem 2.34 therein,
gives conditions of the noise £ under which Assumption B.42 holds. It is worth observing
that Assumption B.42 holds for the 2D and the 3D white noise, and the Gaussian noise &
whose covariance is formally given by

E[¢(x)¢(y)] = v(z — y),

where v : R?\ {0} — [0, 00) is smooth and bounded away from 0 and for some 6 € (0, 1)
we have

sup  sup  |9Fy(x)||z|minit ot < oo,
keNg, z€B(0,1)\{0}
|k|<6d

see [17, Theorem 2.15]. For example one could take vy to be given by

7(x) = el

for some ¢ € (0,00) and o € (0, min{d, 4}).
17

18

3.3 Neumann assumption

In this section we discuss sufficient conditions for the Neumann condition 3.2 (II) (Propo-
sition 3.11 and Lemma 3.13) and examples which satisfy the Neumann condition (Exam-
ple 3.14 and Example 3.15).

Proposition 3.11. Ler § € (1/2,1). Suppose that for any bounded Lipschitz domain U,
there exists a & such that

1€ — 5U||B;§+5(Rd) 00 in probability for all p € (2,0).
Then, the convergence (17) holds. Furthermore, for any o € (%, o0) we have the bound

||?UL||B;§+5(]R‘1) 56%07(] L20|’5||C—2+5»”(Rd) + ||€UL||B;§+5(R‘1) for all L > 1.
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Proof. The proof is based on the duality [64, Theorem 2.17]. By the integration by parts
formula (Lemma 1.14),

<3~/5UL, ) = / ©V(Gox &) - dS = Vo -V(Gy*&)— / WA(Gyx&).  (27)
oUL Ur

UL

We first consider the first term on the right-hand side of (27). Let ¢ be a smooth function on
R? such that ¢ = 1 on a neighborhood U. The map

SR =R, ¢ (1y, Vo, (L™ )V(Go +£)) (28)

is well- deﬁned is independent of ¢ and is an element of B, >*°(R?). Indeed, if ¢ € (1,2) is
such that p~* + ¢! = 1, by the duality [64, Theorem 2. 17]

(v, Vo, (L) V(Go * )] < 11, Vool grsmay [0(L ™)V (Go * €) | -1+ ay-
By Lemma A.6 and Lemma A.18 (see Definition A.14 for Cyy), as 1 — 6 < % < %,

U _
||]1ULVSO||B;;15(]R0!) Sao CMﬁlt[qu 6]||V90||B,};15(Rd) SasU ||90||B§;15(Rd)'

By Lemma A.1 (remember that we have po > d) and Lemma A 4,

IS(L™)V (G % )5 1+5g0) Spor L 1V(Go # e+ aay.
By Lemma A.6 and Corollary A.10,

[V (Go * &) lc-1+60 ey So.0 1€llc-2+50may-

Therefore, the distribution defined by (28) belongs to the dual space of 82 5(Rd) which is
identified with B, >*°(R), and its norm in B, >*°(R?) is bounded by a multlple of

L€ || c-2+5.0 e (29)

Now it is easy to see that this distribution is the limit of the first term of the right-hand side
of (27) (as [|& — &lle-2+s.0ra) — 0).
Let us turn to the second term of the right-hand side of (27). Note that

/ULQOAGM&— /ULso@ /U @) €.

The first term is equal to (1, &, ¢), whose convergence is guaranteed by the assumption.
The second term converges to

| #8661+
Ur
which equals

Ly, 0, o(L)[A(Go — G)] % €). (30)

Now, as [A(Gy — G)] * £ is the smooth function F () x & = A< _1€ by (11) (for A< see
Definition A.7) we obtain that the distribution defined by (30) has its norm in B, >**(R?)
also bounded by a multiple of (29) by using a similar argument as above and Lemma A.9 to
obtain the estimate

IA(Go = G)] * &lle-1+00 ey So IEllc-2+00 ().
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{lem:convergence_

Lemma 3.12. We assume 6 € (%, 1) and that there exists a &' € (0,1) such that, for each
p € (1,00), there exist a constant C2 € (0,00) and a map €7 : (0,1)* x R? — (0, 00) with
the following properties. {item:boundaryl)
(i) One has
Sup 82 (51, 62; )\, :C) < o0 (31) {eq:bound_of_bm_e
El,EQ,AE(O,l),meRd
and for each fixed X € (0,1) and x € R, one has lim,, .,10€5(c1,£2; A, z) = 0 (by
which we mean lime o Sup,, e (0.0 €5 (e1,€2; X, ) = 0).
(ii) For every e1,e9, A € (0,1), ¢ € (1,00), bounded Lipschitz domain U, x € B(U, 1)
and ¢ € C*(RY) with ||¢||c2ray < 1 and supp(¢) C B(0,1), one has, with ¢} =
AT — @),

{item:boundary2}

EH <§€17 1U¢i\> |q] S O:?A(_2+6+6/)q, (32) {eq:bound_xi_epsi
EH <€51 - 6527 ]‘U¢;\> ‘q] S 62(817 62; )\7 x>)\(_2+5+6l)q- (33) {eq:cauchy_bm_eps

Then there exists a £V with values in C~2T°(R%) and r € (0,00) such that for all p €
(4 +1,00) and q € [p, 00) the random variables 1y, converge 1o £ in L4(P, B, 2t (R%))
as e ] 0and ,
E[||§U ||qBI,_42,+6(Rd)] §p7q7575/ |B(U, 7‘) | Ean (34) {eq:bound_of_xi_ T

Consequently, by Proposition 3.11, the Neumann condition 3.2 (II) holds.

Proof. To simplify notation, we set ) := 1y (&, —&.,). We use the wavelet characterization
of Besov spaces given in Propositions A.12 and A.13. Using the notation therein, we have

q
np(— —n nd o P
Il sy S (Do 2720 N7 i 2% WG

neNy GeBn meZd

Since 15 and 1, are compactly supported, by (78) there exists an r € (0,00) such that
the sum with respect to m is over Z¢ N 2"B(U,r). Therefore, by Minkowski’s inequality
(remember that % >1)

q B np(—2+38)—nd nd = n,G\|p
Bl 205 n)? S || 2 2 > w2t
neNg Ge®™ meZiN2nB(U,r)

S YoowEhmd N Rl 2 06
n€Np Ge®" meZiN2n B(U,r)

By (33), by (78) and observing that 25 W = 25 ¢} for ¢ = []*_, ¥, and A = 2-(*"D+,

and sup,,cyy, #8" < 0o, we obtain
D Ell(, 2% 0501 g 27 e (e, 2270, 270 Doy,
Geon
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Therefore

2 —nd’ —n, £ —(n— (-

ne€Np meZin2n B(U,r)

As Zmezdman(U,r) 1 52MB(U,r)

d oommd N IS |BUN) Y 27

neNp meZin2n B(U,r) neNp

< I

(35) {egn:sum_with_bol

, we have

In view of the condition (i), the dominated convergence theorem yields that the right-hand

side (and thus left-hand side) of (35) converges to 0 as €1, | 0. This proves the claim on

the convergence of 1. By using (32), one can similarly prove the estimate (34).
Regarding the last claim, to prove (18), let « > 0. We have the bound

E| (sup L7V | 300)"] < 32 LBV, o)
LeN PP TeN P.p

By Proposition 3.11 and (34), for any o € (d/p, o) the right-hand side is up to constant
bounded by

N oL LY.

LeN

Therefore, if @ > %d, by choosing o sufficiently close to %, the above sum is finite. In

particular, if p > 8d we may choose o = }1. [
{lem:example_of_k

Lemma 3.13. Suppose that v, f, g : R? — R are measurable functions such that
|7| S f + g’ (36) {eq:gamma_boundec

with g € L*(R?) and f(\x) = A\~ f(x) with o < 3 for every A € (0,00) and v € R
Furthermore, suppose that f is locally integrable. Let & be a centered Gaussian noise whose
covariance is given by

E[<£7 %0> <£7 ¢>] = <FY * @, 7ﬂ>L2(Rd)a 2 ¢ € CCOOGRd)
Then, & satisfies the Neumann condition 3.2 (1).

Proof. In view of Lemma 3.12, it suffices to show that the conditions of that lemma are
satisfied. As ¢ is Gaussian, so is for example (&.,, 1yé))ge for ¢ € S(R?), x € RY,
A € (0,00), where ¢} := A\4¢(A\"L(- — x)). As for Gaussian random variables Z one

has E[| Z|P] = E[|Z|?]2E[| X |?], for X a standard normal random variable, it is sufficient to
consider p = 2.

Let U be a bounded Lipschitz domain and ¢ be as in Lemma 3.12 (II). Observe that
because p is symmetric

<§E1 - 5627 ¢> = <€ * (p61 - p52)7¢> = <§v (pEI - p82> * ¢>

Therefore, for any A € (0,1) and z € R,

E[<€€1 - §827 1U¢;\>2] = <7 * (pal - pez) * (ﬂUgb;\)? (p81 - péz) * (ILUQS;\))LQ(]Rd)'
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We set

53(517 €2; )\,ZL’) = /\CXRV * (1061 - pez) * (qubi\)a (p€1 - p€2> * (1U¢i)>L2(Rd)|‘

One has

Hm (v % pe, % (Lud)), pey * (Lud))) r2way = (v * (1u@}), (1ud))) 12(ra),

€1,6240

and hence lim,, ., 0 €9 (1, €9; A\, 7) = 0. To prove the bounds (31) and (32), it suffices to
show

sup Xy pe (L)), pe * (Lug))) L2 (ey| < oo
€€(0,1),A€(0,1),zeR?

Let us write

UA E )\_1(U - ZB) (37) {egn:rescaled_rec

T

By (36) (remember that ¢ := A" ¢p(A71(- — x)))

SU%’(W % pe * (Lu@)), pe * (Lud))) 12(ra)]
zeR

= sup|(y(A-) * (1U§¢) * Pe/xs (]1U3¢) * ps/)\>’

z€R4

S )‘_a<f * |¢| * |p5//\|a |¢| * |p€/)\|> + <g()‘) * |¢| * |/05/)\|a |¢| * |p€//\|>

Since, using Young’s inequality, one can bound the second term by

gl 0w ey 18117 ey 11 20

it comes down to showing

sup (f *[@] * [pul, [0] = |pu]) < oo.
1e(0,00)

e Suppose i < 1. Let o > d. By the weighted Young’s inequality, Theorem A.2, one has

(101 lpul 101 * lpul) So 1w f o g [wod | 2o [w-cpull Tr gay.
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As ¢ is a continuous function with compact support, we have ||w,®||r2®e) < co. Since f
is locally integrable and satisfies the scaling property,

|wo fll L1 (re) = / |f(2)] dS(w)/ ri (1 41?73 dr < 0.
9B(0,1)

0

Then, we observe, as u < 1,

Jw-epulln = [ (14 wlP)Elpl@)de < [ (141 pl(o) do < .
R R
e Now suppose 1 > 1. By change of variables,

(f 101« |pul [0 [pul) = 1= (f * |dur] x|l || [pl).

Therefore, it reduces to the case 1 < 1. O]
{example:example_

Example 3.14. An example of a ~y that satisfies the conditions of Lemma 3.13 is the fol-
lowing. Letn € {1,...,d} and dy,...,d, € N be such thatd = d; + --- + d,. Let

ai,...,on € (0,00) are such that o; < d; for all j and a; + ... + a,, < 3. Then, for
r=(21,...,7,) € RY x ... x R we set
V(@) = Ja |7 [

For this example, f = ~ and ¢ = 0. Observe that for the local integrability of f, the
condition a; < d; for all j is necessary.

{example:2D_WN_se

Example 3.15. The 2D white noise £?P does not satisfy the conditions of Lemma 3.13.
However, one has

E[(&?P - 53;)7 1U¢i\>2] = AiQHOIUQQﬁ) * (p61/>\ - p52/>\)HL2(Rd);

where U:? is as in (37). Therefore, the 2D white noise satisfies the condition of Lemma 3.12
and therefore the Neumann condition 3.2 (II) as well.

4 Analysis of symmetric forms

{sec:symmetric_fc

It is common practice in the theory of rough paths [50] to first show the existence of suf-
ficiently many stochastic objects and then apply deterministic analysis to derive results. In
this section we consider the (deterministic) analysis of symmetric forms, which we use in
Section 5 in combination with Assumptions 3.2 to construct the Anderson Hamiltonian and
derive its spectral properties.

First we recall the definition of a symmetric form and some related definitions in Defi-
nition 4.1, then, in Definition 4.2, we describe the symmetric forms 5{{/7 - that we will study
in Sections 4.2 and 4.3. In Section 4.1 we study examples of bounded symmetric forms. In
Section 4.2 we study basic spectral properties of the symmetric forms and their associated
self adjoint operators. And in Section 4.3 we consider estimates of eigenvalues.
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Definition 4.1. Let H be a Hilbert space over R. A bilinear map Q : D(Q) x D(Q) — R,
with D(Q) a dense subspace of H, is called a symmetric form on H if Q(u,v) = Q(v,u)
for all u,v € D(Q). Let Q be a symmetric form on H. We write

[Q]s = sup — |Q(u,u)l. (38)

u€D(Q),[lullp=1

If [Q]x < oo, then we call Q a bounded symmetric form. In that case, without loss of
generality we assume D(Q) = H. The set of bounded symmetric forms a Banach space
under the norm [-] 5. Then, a sequence (Z,,),cn of bounded symmetric forms converges to
a bounded symmetric form Z if

Let M > 0. A symmetric form Q is called M -bounded from below if Q(u,u)+ M ||ul|? > 0
for all uw € D(Q). It is called bounded from below if it is M-bounded from below for some
M > 0. If Q is M-bounded from below and (D(Q), Q + M(-,-)x) is a Hilbert space
for some M > 0, then Q is said to be closed. If Q is a closed symmetric form and M is
as above, then a subset of D(Q) is called a core for Q if it is dense in the Hilbert space
(D(Q), Q+ M (-, )).

Observe that a symmetric form is determined by its values on the diagonal of H x H,
ie., Q(u,v) = $[Q(u+v,u+v) — Q(u,u) — Q(v,v)]. For this reason we often only define
symmetric forms on the diagonal.

Definition 4.2. Let U be a bounded domain, W € L*>°(U) and Z be a bounded symmetric
form on H*(U) for some s € [0,1). We define the symmetric form £ = £ff, > on " H'(U)
as follows: for u = o’ with v’ € H*(U), we set

E(u,u) ==&z (u,u) == / VOV (2)|? dz + Z (W, ).
U

4.1 Main examples of bounded symmetric forms

Recall the notation [-] from (38) and the constants in Definition A.14.

Theorem 4.3. Let 6 € (0,1), 0 € (0,00) and s € (1 —0,1).

(a) Let Y € C~1t9%9(R%). For any bounded domain U and ¢ € C>°(R?) such that ¢ = 1
on a neighborhood of U, the formula

ZY(w,v) = (oY, 1yv?)

defines a bounded symmetric form on H3(U) and if U is moreover Lipschitz, it also
defines a bounded symmetric form on H*(U). The symmetric form ZY is independent
of the choice of ¢. Moreover, for L > 1

12V s 0n) Soewr LN o1 o), (39)
and if U is a bounded Lipschitz domain, then

12V )1y Soew LY |lc-1+5.0 ra). (40)
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(b) Let U be a bounded Lipschitz domain. Suppose that § € (1,1) and s € (3 —6,1). Let
€ (0,0 —3),pe(2,00)andq e (1, 2)besuchthat— %zland

1
2 sqe—t4 4oy (41)

1
=2-9 ——-<-
b te- LSy 2% " 2p

|

LetY € Bpng(Rd) with supp(Y) C (R) =0, 0 for some Y- given
by ¢ = Jou @fedS for fo € LH(OU), andV € Cﬁ(U) Then, with T =T ,B+2 (
(U

)
R : Wqﬁ_a(ﬁU) — qu_‘s(U) a right inverse ofTqufa(U) and v a universal extenszon

operator from U to R? as in Lemma 2.8,

Z(v,v) = EYU’V(U,U) = (Y, 1o R[V(Tv)?])

defines a bounded symmetric form on H*(U) that is independent of the choice of R
and .

IfY/L € Bpff)”(Rd) with supp(f/L) C UL and Vy, € C°(Uy) for L > 1, then

- i
(255 L) Ssenv LN Villoswn 1YLl 24 may. (42)

(¢) Let U be a bounded Lipschitz domain. Suppose § € (0,1) and s € (3,1). Let

Y € C99(RY) and V € CO(RY). Then, with T = Ty as in Lemma 2.8 (for the
notation see Definition 1.13),

ZY (v,0) = /aU(Tv)Zvv?. ds

defines a bounded symmetric form on H*(U) for every s € (%, 1). Moreover, for
L>1

[[ngv]]Hs(UL) Ssou LNV leswp) 1Y ller+s. ray- (43)

Proof. (a) Let us first consider U to be a bounded Lipschitz domain and v € H*(UL).
We comment on how to obtain (39) afterwards. Let ¢ be as in the statement. It is rather
straightforward to check that the definition of ZY does not depend on ¢. Observe that
therefore ZJ%(v,v) = (¢p(L")Y, 1y, v?) for all L > 0. Choose a p € [1,00] and an
e € (0,6) such that 1 — 0 + ¢ + 2% < s and po > d. By the duality of Besov spaces [64,
Theorem 2.17], for ¢ € [1, 00] such that  + 1 = 1, we have

[{O(L™)Y, 1o, v*)] Sap [O(LT)Y [l 100 ey [ T, 0] i ey
By Lemma A.4 and Lemma A.1 (more specifically, (75) using that po > d) we have
”¢<L_1')Y||B;I{+5(Rd) Sp,é,a,d) LQUHYHB;,}?HQU(W) 5]3,6,0 LQU”YHC*HM(Rd)-
Then by Lemma 2.7 (see Definition A.14 for Cypyy; and Cpyoq)

U _
||1ULU2HB(};;5(Rd) Sop HILULU2||W1*‘5 ®d) S CM]fllt[Wl 6]||U2||W;*5(UL)

U U
< Oy W, ] ORE  Wa 0t — W)™ 5]||“||3v;;5+6(UL)-
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Now we apply the embedding estimate (see Definition A.14 for Cgppeq) and the estimate

ol r-seve s ) St il (a5 1= 6424 5 < ), we have

U 1—0+e+ -
ollyws-stew,) Stew Crmpea % = Wog ™[0l ar=w,)-

Hence

IIZ]]HS(UL) Sé,a,p,a LQUOI\({Ifﬂt [W;_(S}ClgrLod [H1_6+€ — Wll_é]

X CEUrflbed[Hs — Wzlq_6+€] 1Y ]|g-1+5.0 (Ra)-

Therefore (40) follows by Lemma A.18. If U is not necessarily Lipschitz butv € H(U),
in the above estimates, we can replace the constant C{ . [qua ] by 1 and the estimate (39)
follows similarly.

(b) First, observe that the requirements for the existence of 7 and R as in Lemma 2.8 are
satisfied. Indeed, 8 + 5. € (5., 1 + 3.), or equivalently, 5 € (0,1),and 2 — 6 € (i, 1+ 1)
On the one hand we have 2 — 4 € (1, 3) C (;,1+ ;) and because ; € (3, 1), on 'the other
handwehaveﬁ:2—5+5—% >2—0—1=1-90>0and B < %byassumption.

Again by the duality, we have

(Y, 0o RIV(T0? ) Sop 1Y Nl 5205 gyl © RIV(T0)?) 25 - (44)

Let us use this estimate first to show that Z is independent of the choice of R and ¢, as we
will use this for our norm estimates. For ¢ € C>°(U)NW](U) and V € C>(U) the function
Lo R[V(Tp)? is equal to Vip? on OU and thus for ¢ > 0

f-(LoRV(T)?])dS = f-Ve*ds.
oU

ou

By the above estimates we have already seen that Z}U ,(v) is continuous as a function of Y,
V and v. As C*°(U) N W/ (U) is dense in W (U), V is the limit of smooth functions in

C>(U) and Y is the limit of Y., it therefore follows that Z is independent of the choice of
R and ..

We continue by estimating the right-hand side of (44). Again, by using Lemma 2.7
(remember that R is a bounded linear operator W/ ~¢(9U) — W2~°(U)),

le o RIV(T0) M p25(ge) Sow Nellwe-s0rwz-s@a IRNIV(T0) s ory- - (45)

Now we estimate ||V (7T v)? HWéB—s (ou)- Recall the notation [-] from Definition 2.4 (b). If we

set ¢ := (Tv)?, then
Vil < ([ | U'le_md JL’? O a5 as(y)”
/aU /aU . I:c m—rs 1)+|q|V(e>)| dS(z) ds(y)f
Sz ([ [ A as)as0)) "+ 1Vl bl

1
dS(y) Vs
Viewn (15 s [ 0500 vy
NER | ||C5(U) + sup /8U |z — y|d1-e Hl/)HWqB (oU)

redU
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where we used [|V[|ys oy V IV @) S IV IIws @y = [V llos@w) which holds because
B< i<
Therefore, by observing (see Definition A.14 for Cp,oq and Cgypeq)

[ 0hz-<00) = 1T == oy < CoMaal Wy = W NT 0l
< O [Wi, = WEITIP ol

6+ g
2q

U +2g
and HUHWQBJ%‘?(U) < Chmpea H® — W, vl
mum over ¢ and R)

s (), We obtain (as we may take the infi-

— S 5+2q
[[Z]]HS(U ~6,E,p C’Plrod[VVZBq — Wqﬂ ]Clgmbed[H - W ]

(s | L@_)chxt[wg_mmf

xedU U |[E - y|d -

2O

X ||V||06(U)||Y||B,;§+5(Rd)-

With this (42) follows from Lemma A.18 (for the estimate on the Cgppeq We use the
second inequality in (41)) and because

/ dS(y) / 1 () / dS(y)
ouy [z —yl*=t7 Jou  |Lw— Ly|*te ou |z — yld=tmee’

so that
ds 7 ds 7
sup <1—i—/ +>1_> SLesup(l—i—/ %)
z€dUy, ou, 1T — Yl * z€dU ou |7 =yl *
The latter supremum is finite: f sU lx_yﬁ—%l,qe is finite for all x € AU due to the fact that U is

a Lipschitz domain, so that by the compactness of OU and continuity of = — |, oU Iw—y\(‘ii—gil*“

it follows that the supremum is finite as well. The other L° factor is due to the estimate
cﬁﬁ{)@[WQq Wi=¢] Spew L7, see Lemma A.18.
(c) First, observe that (for v being the outer normal on 9U)

ZU
‘Zf/,v(v’ v) ‘

- / (ToPVVT S| < IVlmo 97 =0 Ty

Secondly, use || Tv|| z2o0) < || Tv|| < [ Tas @ llflv]

Wj’%(aU) -
and || VY || ~@u,) < [[¢(L7)VY || Loy S lo(L7 ‘)VYHcé(Rd) So0.0 LUHYHCH&U(M),
where the last inequality is due to Lemma A.4. (43) then follows by Lemma A.18 (observe
that we use that s > 1 in order to have sup -+ || Trs(,)|| < 00). O

1) |V llze= @y < [Vilesw)

4.2 Basic spectral properties
In this section, we will work in the setting of Definition 4.2. More precisely:

Assumptions 4.4 (for this section). In this section, we fix a bounded domain U, a function
W e L*(U), and a symmetric form Z on H*(U) for some s € (0, 1).
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The goal is to introduce the Dirichlet and Neumann operators (see Definition 4.8 below)
corresponding to £ = 81,({,, = (see Definition 4.2) and study their spectral properties.

Definition 4.5. Let Q be a symmetric form on a Hilbert space H. Let D be the set of
u € D(Q) such that there exists a & € H such that Q(u,v) = (u,v)y for all v € D(Q).
For such u the element « is unique, and we will write Au = u. Then A on D forms a linear
operator on H, called the operator associated with Q.

Definition 4.6. Let U be a bounded Lipschitz domain and s € (0, 1). We define

s | f]
CLIH®] ==  sup T . :
feHY (U)\{0} Hf||L2(U)||f||H1(U)

He(U)

If U is a bounded domain that is not necessarily Lipschitz, we define C',[H?] similarly as
above by replacing “H*(U)” by “H{(U)” for a being either s or 1.

Lemma 4.7. Let s € (0,1). Let Z be a bounded symmetric form on H§(U). Then, for any
6 € (0,1) and v € HY(U), we have

1Z(v,0)| < 5/U IVol? + (5 + 8T Opp [HE) T [[Z]]fgim) ol1Z2w)-

If Z is a bounded symmetric form on H*(U), then the above statement holds with H§ re-
placed by H?.

Proof. We only prove the claim for a bounded Lipschitz domain. One has |Z(v,v)| <
[Z] msw)|v] %S(U). By interpolation and Young’s inequality (using that a*b'~* < a + b),

s s 2(1—s s __s_
Yoy < CRUH P o 0l ) < CRIHTP Mol 0y + 077

0] vl

for any ) € (0, c0). Therefore,
1Z(v,0)| < 0l 2] @) Cip [HPl|v @y + 07 7= [Z] 0 Crio [P 0l 720

We can choose 7 so that § = n[2]us@)Cp[H®]* and use that [[v[[3; .y = [[v]l720) +
Jo Vo], O

Definition 4.8. If Z is a bounded symmetric form on H{(U), then we write ESVUZ for £, -
(recall Definition 4.2) with D(£'%) = eV H{(U) and let H> = HPY = H}'. be the
operator associated with 53,% on L*(U).

If Z is a bounded symmetric form on H'(U), then we write Eg[,% for £, ; with D(ES/%) =
eV H'(U) and let H™ = H™Y = Hy;" be the operator associated with £y on L*(U).

Proposition 4.9. Let W € L>(U) and Z be a bounded symmetric form on H§(U) for some
s € (0,1). Then SSV% is closed and "V C>(U) is a core. Consequently, H® is self-adjoint.

If Z instead is a bounded symmetric form on H*(U), then SS,UZ is closed and "V C*>(U)
is a core. Consequently, H" is self-adjoint.
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Proof. In view of Lemma 4.7 and the symmetric form version of the Kato-Rellich theorem
[43, Theorem 1.33 in Chapter VI], we can assume Z = (. Observe that for u = eV,
w € HY(U)

e P Wl € o (1, 0”) < Ewolu,u) < W=y (u”,0).

Therefore the claim follows as & is closed and C'2°(U) is a core for & .
The self-adjointness of the corresponding operators follows as they are closed densely
defined and symmetric, cf. [20, Section 4.4]). ]

By applying a standard result from the spectral theory, we can easily show that the
spectrum of HP on a bounded domain and that of H" on a bounded Lipschitz domain are
discrete and that the min-max formula (also known as the Courant-Fischer formula) holds
for the eigenvalues.

20

20

Proposition 4.10. The spectrum of H" is given by a sequence of eigenvalues (\}) ey count-
ing multiplicities, such that \} < A} < ---. Moreover, by using the notation _ for “is a
linear subspace of ”,

Ri= AL U;W,Z) = int HP ) )
k i ) LE1DI1(HD) 216112 (H u U>L2(U)
dlm L:k ”“”LQ(U):l

= inf sup  EY 2 (u,u),
LeeW HE(U) ue '
dim L2k [lull 20, =1
= inf sup  EY z(u, )
LeeW o= (U) ’

P u
dim L=k ||u||L2(U):1

and limy,_,., \Y = oo. In particular, (A — H") ™" is a compact operator for all X that are not
in the spectrum of HP. If U is a bounded Lipschitz domain, an analogous statement for HN
holds if Hy(U) and C°(U) are replaced by H'(U) and C*(U).

Proof. 4.2 4.2, By well-known results of spectral theory
(see e.g., [20, Corollary 4.2.3, Theorem 4.5.2, Theorem 4.5.3] in combination with Proposi-
tion 4.9), it suffices to show that the form domain is compactly embedded in L*(U), which
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follows from the compact embeddings of Sobolev spaces (see [10, Theorem 8.11.2] for the
fact that the embedding H}(U) — L*(U) is compact for any bounded domain U [10, The-
orem 8.11.4] for the fact that the embedding H'(U) < L?*(U) is compact for any bounded
Lipschitz domain U). []

We show continuous dependence of the spectral structure with respect to I/ and Z. This
follows from the result of [48].

Definition 4.11. Let H be a Hilbert space and M > 0. Let (Q,).en and Q be closed
symmetric forms that are A/-bounded from below. We use the following convention: if
u ¢ D(Q), then we set Q(u, u) := oo.

(a) [48, Definition 2.8] We say the sequence (Q,,),en ['-converges to Q, if the following
hold:

(i) If the sequence (u,,),en converges to u in H, then

Q(u,u) < liminf Q,, (uy,, uy,). (46)

n—oo
(ii) For any u € D(Q), there exists a sequence (u,,)nen in H such that

u, »uin H and lim Q,(un,u,) = Qu,u).

n—oo

(b) [48, Definition 2.12] The sequence (Q,,)nen is said to be compact if the condition

sup Qp (U, tp ) + (M 4 1) |Jun||3 < 00
neN
implies (1, ),en 1S precompact in H, that is the sequence has a converges subsequence
in H.
(c) [48, Definition 2.13] We say the sequence (Q,,)nen converges compactly to Q if
(Qn)nen I'-converges to Q and if (Q,, ),en is compact. In that case, we write

compact

Lemma 4.12. Let H be a Hilbert space and M > 0. Suppose that (Q,,)nen is a sequence
of closed quadratic forms on H that are M-bounded from below and converges compactly
to Q. Let A,, (resp. A) be the self-adjoint operator associated with Q,, (resp. Q).

(a) [48, Theorem 2.4 and Theorem 2.5] For any bounded continuous function f on R, we
have || f(A,) — f(A)||g—m — 0. In particular, A, 2B, soe A (see Definition 1.6).

(b) [48, Corollary 2.5] Let Ay, ,, (resp. A\i) be the k-th eigenvalue of A,, (resp. A), counting
multiplicities. Then, we have lim,,_,o, \i,, = \i, for any k. Moreover, for any k there
exist (a choice of the) k-th eigenfunctions ¢y, ,, (resp. ¢i) of A, (resp. A) such that
@i converges to ¢y, in H.

Remark 4.13. In the proof of the following theorem we use the following elementary fact.
If (an)nen is a sequence in R and lim inf,,_,, a,, < oo, then there exists a strictly increasing
function ¢ : N — N such that lim inf,, , a,(») = liminf,, . a, and sup,,cy ayn) < 0.
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In the following theorem we consider the compact convergence for the symmetric forms
Ea,U z, on H3(U) and the symmetric forms 53/2] z, on H*(U) as defined in Definition 4.8.

Theorem 4.14. Let s € [0, 1). Suppose that W,, — W in C(U).
s If |20 — 2]z 2% 0, then

D,U compact D,U
SWn,Zn n—o0 £W,Z'

* If U is a bounded Lipschitz domain and [ Z,, — Z] ys ) 2720, then

EN,U compact
Whn,Zn

noroo EWz-

Proof. We only prove the second statement. We first show that (&, Z Jnen 18 compact.
Suppose sup,ey E, z, (U, tn) + (M + 1)||un|[72y < 00. We set uy, == e”"ru,. By
Lemma 4.7, we have sup,,cy||),|| i1 (1) < oo because for any § € (0,1),

511}/%2” (un’ un) = / 2Whn
U

> e 2Wall= (1 _ ) / [V, |” — (
U

and thus sup,,cy||w, | g1y < oo as W, — W in C(U). Since the embedding H'(U) <
L*(U) is compact, the sequence (1)), is also precompact in L2(U). As u, = ¢"»u’ and
[Wo, = W || oo @7y — 0, also (un)nen is precompact in L*(U).

Next we show that (&), = )nen [-converges to &y, -. Since (ii) of Definition 4.11 (a) is
trivial, we focus on showing (i) Definition 4.11 (a).

Suppose that (u,),en converges to v in L?*(U). As we want to show (46), we may
assume liminf, 811}}572” (Un,u,) < oo and by Remark 4.13 we may as well assume

Vull? + Z,(u, )

b
n HS(U )HunH%?(U)?

Sup,,cn SSVU z, (Un, u,) < 00 (by possibly considering a subsequence), so that by the above
sup,en ||, || 1oy < co. It suffices to show

/ VIV |2 < lim inf / 2Wn |Vl |2, (47)
U U
lim 2, (W, w)) = Z(u’, ). (48)

Since the sequence (u”,),cy is bounded in H'(U) and converges to v’ in L?(U), by interpo-
lation it converges to u” in H*(U) from which (48) follows.

Forv € C*(U),
<VUZ,U>L2(U) = —<u|;, VU)LQ(U) — — <U VU>L2(U <VU U>L2(U)

which implies that (V) converges weakly to Vu” in L2(U). Therefore, (V" V) ,en
converges weakly to V' Vu’ in L?(U) and this implies (47) (this follows for example by the
dual representation of the norm on L?(U)). O
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4.3 Estimates of eigenvalues

This section serves as preparation for Section 5.3 on the integrated density of states and
its results are not used for the construction of Anderson Hamiltonians (Theorem 1.7 and
Thereom 1.8).

Assumptions 4.15 (for this section). We assume the following throughout this section:
* WV is a continuous function defined on R¢.
* s €[0,1),U is the collection of bounded Lipschitz domains.
+ ZY is a bounded symmetric form on H*(U) for all U € U.

Foreach U € U, welet Y = £J _,, be the symmetric form defined in Definition 4.2. Recall
the notations #™Y and H™V from Definition 4.8 and A} (U), AP(U) from Proposition 4.10.

Remark 4.16. For Dirichlet boundary conditions we do not necessarily need to consider
Lipschitz domains. Indeed, if ¢/ would instead be the collection of all bounded domains and
ZY abounded symmetric form on H(U) for all U € U, then the statements of Lemma 4.18,
Lemma 4.24 (a) and Lemma 4.28 (a) remain valid.

Definition 4.17. For # € {N,D} and U € U, we define the eigenvalue counting functions
N#(U, \) for A € R by

N#(U,/\) N#vz U, ) :Zﬂ{x (U;W,2)<A}
k=1

Weset N7 (U, \) = N é’f o(U, \), which is the eigenvalue counting function of the Neumann
or the Dirichlet Laplacian on U.
For L > R > 0 we set

UR:=U,NB(OU,,R), C(OUL,R):={x€U, : d(z,0U;)=R}.  (49)

(Observe C(0U, R) = OUJ* \ OUL.) We denote by H,} ,(Uf") the closure in H'(Uff) with
respect to H'-norm of the set

{¢ € C=(UE) : ¢ = 0 on a neighborhood of C'(dUy, R)}.

Let N§ (U, ) be the eigenvalue counting function of the operator associated with the
symmetric form (u,u) — [,,z|Vu|* with the domain H}, ,(Uf").
5 :

Lemma 4.18. Let U, U, U; € U, Uy C Uy and \ € R. Then

N”(U,\) < NY(U,\),
NP (U, \) < NP(Us, N).
Proof. Since HY(U) C H'(U), the min-max formula (Lemma 4.10) implies A2(U) >

AN(U) for all k, and thus the first inequality. The second also follows by the min-max
formula, as H (Uy) C HY (Us). O
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Lemma 4.19. Let U € U, s € (0,1), 0 € (0,00) and A € R. We set
AW, 2) i= (1 £ 0)eIWlhewn (X £ Ay),

where

0 \ 1= 2 s
Awi= AYF =04 (755) | ClplH] e

W lzoe o Z]]}{%f(m

Then, one has
NB(U, A;,G(I/Va Z)) § ND(Ua >‘) S NN<U> >‘> S Ng(U> A;G(VV? Z))

Proof. We only prove N™(U,\) < Ng(U,A},(U,W, 2)); the other inequality follows
similarly. By setting § := %e’QHW“L“(U), Lemma 4.7 yields

1Z(u’, )| < (5/\Vub\2 + Aye Wl /(ub)Q.
U

U

One has [, eV |Vu’|? > e 2IWl=w) [ |Vu’| Therefore, by Proposition 4.10,

AM(U) = inf sup / EVIVE P+ Z(u )
L;Hl(U) uPel, U
dim L= fe2W b)2 1

- e W= —2A Wiy [ ()2
> inf sup Y \ —A,e @ [ ()
U

LCHY(U), werL,
dim L=k fe 2w ( b) —1

e 2WliLeow) . "
> —{ n su u
- 1+6 LCHY(U), b / | ‘

uwelL,
dim L=k I W (y)2=1

We compute

inf sup /|Vub]2 = inf sup /|Vub|2
LCHYU),  yper, U LCHYU),  per, U

dim L=k fe 2w ( b)2_1 dim L=Fk f€2W )2<1
> inf sup / V|
ALQJJI(LU’ ubel” U
dim L=k f(ub)zge—ZHWHLOO(U)
= e 2Wl=w) \¥(T7; 0, 0). (50)
Therefore,
. 6*4“W||L°°(U) N
A (U) > 1—_1_0)\1@([]3 0,0) — Ay
and the claimed inequality follows. -

As Lemma 4.19 suggests, we need estimates of N7 (U, \). The following lemma is
sufficient for our purpose.

Lemma 4.20. Let U be a bounded Lipschitz domain.
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(a) Then, there exist Cyy, Ry > 0 such that
NT(UR, \) < CyRY 1+ A)2 L%
forevery L > 1, A\ > 0and R > Ry.
(b) [63, Theorem 3.1 and Theorem 3.2] There exists a C{; > 0 such that

[BO, )|, 4 a1

B
< Ny < B

1 .
® )d” [UIAZ + AT log A

for every \ > 2.

Proof. The claim (a) follows from the proof of [22, Theorem 6.2]. Indeed, we can combine
the estimates (6.20), (6.23), (6.24) and (6.25) therein. O

Definition 4.21. Let Q; and Q> be closed symmetric forms on Hilbert spaces H; and H,
that are bounded from below. We write Q; < O, if there exists an isometry ¢ : Hy — H;

such that ®(D(Q3)) C D(Q;) and Q1 (P(f), (f)) < Qa(f, f) forevery f € D(Qs).
Lemma 4.22. Let Q1, Q- be as in Definition 4.21 and let A, and A be the associated self-
adjoint operators. Suppose that the spectrum of A, and that of Ay are discrete. We denote
them by (pr(A1))ken and (. (Az))ken, respectively. Then, Q1 < Qo implies (A1) <
i (Ag) for every k.

Proof. This follows from the min-max formula. 4.2

]

In order to compare the eigenvalue counting functions on different domains, it will be
convenient to introduce the following symmetric forms.

Definition 4.23. Let J € N. Let &£ be a symmetric form on a Hilbert space H; for
Jj € {1,...,J}. We define the symmetric form @;}:1 &; on the Hilbert space P H; by
D@7, €) = @), D(E) and for v = @;_,v; with v; € D(E). (B, &)(v.v) =
S Ei(v),05).

Observe that if A; is the operator associated with &; for all 7, then the operator @;}:1 A,
defined by @;}:1 Ajv = @;}:1 Ajvj forv = @;}:1 v; € @;.]:1 D(A)) =: D(@;}:l A;)is
the operator associated with @‘7:1 &;. In particular, the principal eigenvalue of @}‘]:1 A;is
given by min;cg sy Ai(A;), where A (A;) is the principal eigenvalue of A; for all j.

Moreover, if A; has a countable spectrum for all j, then one has N Lg = Z}']:1 Ne¢,,
where N ¢ is the eigenvalue counting function corresponding to the operator associated with

Q.
Observe that using this notation, one also has N ,0453(\) = Ng(2=2), where J is the
symmetric form J(v,v) = ||[v||?>. Moreover, Q; < Q, implies Ng, > Ng,.
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Lemma 4.24. Let U, U, ..., U; €U, U = U/_,U; with U; N Uy = 0U; N OUy for j # k.

(@) If
ZYi(v,v) = Z2¥%(v,v), v E H&(Uj),j e{l,...,J}, (51)
then J
D <: : D X D :> D . )
X(U) < min X(U;) and N°(UA) > ZN (U, \) (52)
(b) If
J
2ZV(w,v) =Y ZY%(ly, vly,). veH(U), (53)
j=1
then

M-

ANJ(U)> min AY(U;) and NY(U,\) <

je{l,....J}

NY(U;, ).

1

J

Proof. (a) follows from the fact that &7_, H; (U;) € Hy(U).

(b) As L*(U) and @@7_, L*(U;) are isometric, H'(U) C &/, H'(U;) and £V (u, u) =
ijl EY (uly,, uly,) foru € eV H'(U), we have @7_, ENYi < MY, Now both inequalities
follow from Lemma 4.22 (see also the comments in Definition 4.23). []

Remark 4.25. Observe that (51) and (53) hold for U, Uy,...,U; as in Lemma 4.28 (a)
if 6 € (0,1), 0 € [0,00), Y € C'*(R?) and ZY is given by ZY for U € U as in
Theorem 4.3 (a); orif Y € C*(R?) and ZY is given for U € U by

ZY(wv,v) ::/ Vv2VY - dS,
oU

or if it is a linear combination of the above examples.

We can give a “reversed” inequality of (52). First we present an auxiliary lemma which
is based on the IMS formula, see [67].

Lemma 4.26. Let J € N and U,Uy,...,U; € U. Let 1,...,n; be smooth functions
R? — [0, 1] such that there exists an A > 0 such that

J
| > w2
j=1

. 2
Loo(Rd)SA’ jed{l,...,J}, E n; =1lonU.
Then

J
Eivolu,u) =D EF o(nju, mju) — Allnjullz,  we eV H\(U).
=1
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{item:dirichlet_e
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{eq:box_decomposi

{item:neumann_ev_

{eq:cZ_decomposak

{rem:example_decc

{lem:IMS_trick}



Proof. Observe that Z}]:1 V(n?) =0. Letu = "’ with u’ € H'(U). Then
IV P = V()| — V[P () = V() - 'V

and therefore

J
/62W‘Vub‘222/ 2W Q\Vub\

J
{ [ v - Al
— U

>

7=1

]

Remark 4.27. So far we have only considered the Anderson Hamiltonians on bounded
domains, which means bounded open subsets of R?. However, whether one considers U or
U, does not intrinsically make a difference. In the following lemma and further on we will
consider the Anderson Hamiltonian on closed boxes of the form [0, L]¢ for example. One
may read (0, L)% instead in order to align with the rest of the text, though we write [0, L]? as
this is more common in the literature.

{lem:upper_estims

Lemma 4.28. Let Z € C~'*(R?) with § € (0,1) and suppose ZV = ZY as in Theo-
rem 4.3 (a) for every Lipschitz domain U.

(a) There exists a K > 0 (which depends only on d) such that for allU € U, all I, L > 0
with L > 2l andn € N,

{item:box_decompc

AL ([0,nL M (KL + [, L+ 1% — —
([0,nL]) > kederfuflnm t(RL+ =L L+ = 45,
K
N(oeEt N < ST NP(RD+ L LA p)
kezdin[—1,n+1]d
{item:upper_bounc
(b) There exists a K > 0 (depending only on d) such that forallU € U and s € (1 —0,1)
there exist Cs 7, Ry > 0 such that forall L > 1, A € Rand R > Ry,

NY(Up, \) €< N°(Up, A+ KR™?)

d3 2s

1
+ Cop R e = Wl wn (14 max{ X, 0} + [2].7,))

[NJisH

Proof. (a) According to [19, Lemma 8.2], there exists a smooth function n : R — [0, 1]

and a K > 0, such that ) = 1 on [0, L — 2I]¢, supp(n) C [-2[, L]4, o (mt) < s and

Z n(x+kL)*>=1 forz € R

kezd

We set 1, == n(-+(I,1,...,1)+ Lk) for k € Z¢. Observe that supp(nx) C kL+[—1, L+1]%,
and,

K
2 _ d
> m=tonfonrf |3 wmpP| L <E

ke[—1,n+1]dnzd ke[—1,n+1]4nzZd
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Therefore, the map

©:L2([0,nL)) - P LkL+[-LL+1Y,  u— (Me)rei—1r1inze-

ke[—1,n+1]dnzd

is an isometry and ® (e H{ ([0,nL]")) C ®pe(-1nt1jarzae” Hy(kL + [—1, L +1]7).
Observe that for u € H}([0,nL]?), for ¢ € C°(R?) such that ¢ = 1 on a neighborhood
of [0,nL]<,

n d
Z0 I (uu) = (92, Lo npjat®) = Z (07, Lgnpjerisu”)

ke[—1,n+1]dnzd

kL+[—1,L+1)¢
= E Zy A (Ukuﬂlku)‘
ke[—1,n+1]4nZd

Therefore, by Lemma 4.26,

d d
vl > > {5555 T e, ) - 152||”’““||%2<M+[1,L+l1d> }
ke[—1,n+1]4nZ4
and thus EIEIO/ZZLF - @ke[_lmﬂ]dmzd [5§f§[_l’L+l]d — 1523] (where J is as in Definition 4.23),
from which we conclude the estimates (use the discussion in Definition 4.23).
(b) As given in [22, Proposition 4.3], there exist smooth functions «; and a, on R? and
a K > 0 (only depending on d) such that

supp(an) C Uy, \ B(OUL, &),  supp(az) € B(AUL, R),

< KR
Lo (R4)

2
o2 4 a3 = 1 on a neighborhood of Uy, H Z|V04j|2
=1

Recall the definitions of U[* and H, o(U[*) from Definition 4.17. The map
®: LU — L*(Uy) @ LA(UF), ur au® asu

is an isometry and ® (e H'(UL)) C eV Hy(UL) @ €V Hy, p(UTY).
Observe that ZUr (au, agu) = ZVL (au, asu) as supp ap N U, C UE. Therefore, by
Lemma 4.26, for u € H'(Uz),

2
EVe (u,u) > EVE (aqu, aqu) + SUF(agu, o) — Z KR_QHajuH%g(UL).
j=1

*QHWHLOO(UL)

By applying Lemma 4.7 with § = < 5 , we obtain

R 6*2||WHLOO(UL) b 12 9
E°L (chu, agu) > f UR|V(0527«L >| - AHO‘QUHLQ(UE)’
R

where
e 2WllLeowy) .
A= —— 1 21-
2

1
et IWlhewn Ol (BT [ 2] 7
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Therefore, ENVL > (EPVr — K R™27) 4 (E™RVL — (KR™2+ A)J), where E™RUE is the re-
striction of EYUL to Hp r(UE), and thus, by Lemma 4.22 (the additional factor ¢*I"lz>=wr)
is explained similarly as in (50)),

NY¥(UL,\) < N°(Up, A+ KR™%) + NYUE, 2e*IWle=wo) (X + KR™2 + A)).
By Lemma 4.20 (a), for R > Ry,

NSI(UE,264HW||LOO(U>()\+KR72—|—A))
SU Rde_1{64||W||L°O(U>(1+maX{)\,O}+KR_2+A)}

d
2 .
It remains to apply Lemma A.18, more specifically (82): CL#[H*] <,y 1. O

5 The Anderson Hamiltonian with Dirichlet and Neumann boundary
conditions

{sec:eigenvalues_

Based on the results obtained Section 4 we can give the definition of the Anderson Hamil-
tonian —A — ¢ with Dirichlet and with Neumann boundary conditions, and show that it is
the limit of the operators —A — &, + c., where the c.’s are as in Assumption 3.2 (I).

We discuss the construction of the Anderson Hamiltonian with Dirichlet boundary con-
ditions in Section 5.1 and with Neumann boundary conditions in Section 5.2. In Section 5.3
we consider the integrated density of states associated to the Anderson Hamiltonian.

5.1 The Dirichlet Anderson Hamiltonian

{subsec:dirichlet

Assumptions 5.1 (for this section). In this section we impose the construction assump-
tion 3.2 (I).

As discussed in Remark 3.1, we will choose M to be a random variable with values in
Ny such that F(W5,) = €2V, where F is as in Assumption 3.2 (I):

{def:dirichlet_AF

Definition 5.2. Let U be a bounded domain and let » € (1 — 4, 1). Using the notation of
Theorem 4.3 (a), for N € Ny we define the following symmetric forms on H{(U):

Zy[U) = 2y, Z3[U):= Zy;. (54)  (eqraer_ot_co_a
For 6_ € (0,6] and v € (0, 00), we set
M(U,6-;7) :=nf{N € N : |[Wycs_ ;) < yforalln > N}, (55)  teqnan

which is finite by Lemma 2.11. Recalling the notation from Definition 4.8, for M =
M (U, §;1) (which attains its values in Ny by Lemma 2.11), we define

D._ a/DU ._ 4/DU D._ /U ._ 4/mU
H =N =Hy, 2oy He =He = HW;M,Z;{[U]-
Recalling Proposition 4.10, we set

MUY = AU W, Zu[U]), - A (U) i= XU Wiy, 254 [U]).
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Theorem 5.3. Fore € (0, 1), we have
H2 = —A—&+ce (56)

Let (£,,)nen be a sequence in (0,1) such that £, — 0. Then, there exist a subsequence
(€n,, )men and a subset Q1 C Q of P-probability 1 such that on Qy the following holds: for
any bounded domain U, one has

HEU 25 e HOY, (57)
forallk € N
lim Ay, (U) =X\ (U),

m— 00

and there exist an eigenfunction ¢y, of H™V corresponding to A} and eigenfunctions ¢y, of
H2:U corresponding to X, (U) for all m € N such that

Grm 25 ¢y in L*(U).

Proof. (56) follows by our choice of M (see (55)) and by Lemma 1.15 and the construction
assumption 3.2 (I) (see also the discussion in Section 1.5 and Remark 3.1).

Let 0 € (0,1). By 3.2 (I), there exist a subsequence (£, )men and a subset €; C  of
[P-probability 1 such that on €24, for every N € Ny,

hm ||X5nm — X”C‘Svf’(Rd) = 0, hm ||Y]3nm — YNHC—H'&U(]Rd)'
m—00 m—0o0

Observe that by Lemma A.5 and Corollary A.10, because W5, — Wy = G x (X° — X)),
forall e € (0,1),

HWM VV]W“C‘s NU&J HX X”C 2+6,0 (Rd)
and that by Theorem 4.3 (a), forr € (1 — 4, 1),

125 — 2l ) Sopv 1Yar — Yulle-1+6.0@a)-
Therefore, the claim follows from Theorem 4.14 and Lemma 4.12. O

Remark 5.4. Let 0 be a random variable with values in Ny such that 9t > M (U, §;1).
Then, almost surely, H"(U) = Hyy,. 5, 17(U). because H%&7ZSR[U](U) =—-A—-¢& 4=
H?(U) and similarly as in Theorem 5.3, Hy, - 0] (U) is the limit (in the sense of (57)) of
H%&,Z&[U}<U)' We will apply this in Section 5.3 with 0t = M (U, 9;~) for v € (0, 1].

5.2 The Neumann Anderson Hamiltonian

As described in the beginning of Section 4 (below Lemma 1.15), the boundary term will be
dealt with by the decomposition into symmetric forms Z and Z. Let us first consider the
ingredients for the latter symmetric form.

Definition 5.5. Let U be a bounded Lipschitz domain. For N € N, we define

?N :GN*(X—§>+(GN—G0)*§,
Ve =Gyx(X°—&)+ (Gy — Go)x&, € (0,1).
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{def:hat_Y_ AH}



Lemma 5.6. Let U be a bounded Lipschitz domain. Then for 6 € (1,1) and N € Ny

[ Vllersser Sos I1X = Elle-zvomo ey + 2V 1€ le—rvo
193 = Vi llerese Sus I1X = € = (X = &)lle-2r200 sy + 2V 1€ = Eelle-2ssaay,

Moreover, Y5450 converges in probability to 0.

Proof. The estimates follow by the construction assumption 3.2 (I) and Corollary A.10. [

Definition 5.7. Impose the construction and Neumann assumptions, 3.2 (I) and (II), let U
be a bounded Lipschitz domain. Let r € (1 — 4, 1). Using the notation of Theorem 4.3,we
define the following symmetric forms on H"(U), for N € Ny

Zn[U) = 280wy, 23U =22,
ZyU] = ZY W Z5 U] =2V

Yy Ve 2Wg

We furthermore make abuse of notation (compared to the symmetric forms on Hjj(U) as in
(54)) and define the following symmetric forms on H"(U),

ZyU] = 2y, Z3[U) = Zy.. (58)
Then we define
ZN[U] = Z§[U] + Z~N[U] + ZAN[UL
ZV°[U) = 25 (U] + Z5[U] + Z25[U], e €(0,1).

Recalling the notations from Definition 4.8 and Proposition 4.10, for M = M (U, §;1) (see
(55)) we set

HY = HY =My o AU = X (U; Wy, Z3,[0)),
HY = HEU = Hyye ey M (U) := N (U; Wiy, 237 [U]).

Theorem 5.8. Impose the construction and Neumann assumptions, 3.2 (I) and (II). Let U
be a bounded Lipschitz domain. For ¢ € (0, 1),

H? = —A—€a+ca (59)
Then, one has (see Definition 1.6 for “— NR NR )
HYU IR HYY in probability,
e (U) — = Ay (U) in probabilirty, k € N.

and for all k € N there exist an eigenfunction ¢y, of H™V corresponding to \¥(U) and
eigenfunctions ¢y, of HYY corresponding to )\E;E(U ) for all £ > 0 such that

m—r0o0

Ok —— ¢y, in L*(U) in probability.
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Proof. (59) follows by the construction assumption 3.2 (I) and Lemma 1.15 (see also the
discussion in Section 1.5 and Remark 3.5).

The convergences follows in a similar as in Theorem 5.3, that is we again apply Theo-
rem 4.14 and Lemma 4.12. The convergence of I, and Z5,[U] follow in the same way as in
Theorem 5.3. The convergence of Z < [U] is guaranteed by the Neumann assumption 3.2 (II)
and Theorem 4.3 (b) and the convergence of ZA]EV [U] by Theorem 4.3 (c) and Lemma 5.6. [J

Without the Neumann assumption 3.2 (II), we can still construct an artificial Neumann
Anderson Hamiltonian, which will be used in Section 5.3 as a technical tool.

Definition 5.9. Impose the construction assumption 3.2 (I) and let U be a bounded Lipschitz
domain and r € (1 —6,1). For M = M (U, §;1), we set
NU

57 ~N
HT =1y oo M(U) = N(U; W, Zu[U)).

Remark 5.10. Similar to Remark 5.4, for ) being a random variable with values in Ny
such that Mt > M (U, J, 1), one has, almost surely, ﬂN’U = ﬂl‘jvgt zy[v] @nd, if one imposes

.. NU N,U
the Neumann condition 3.2 (II), then H™" = HW% ZolU]"

5.3 Integrated density of states

The aim of this section is to study the integrated density of states (IDS) associated to the
Anderson Hamiltonian with potential (. Namely, we prove Theorem 1.10:

* Theorem 1.10 (a) and (e) are proven by Theorem 5.26.
* Theorem 1.10 (b) is proven by Theorem 5.29.
* Theorem 1.10 (c) and (d) are proven by Theorem 5.30.

Compared to the previous two sections, this section is rather technical involving quantitative
estimates obtained before, especially in Section 4.3. Before stating the assumptions for this
section, we give some estimates on M and the symmetric forms Z and Z" in the follow-
ing lemma which will be used later on (they will be reformulated in Remark 5.13 under
Assumption 5.12).

Lemma 5.11. Impose the construction assumption 3.2 (I). Let _ € (0,6) and o € (0, 00).
Let U be a bounded domain. We will use the following abbreviation for the M defined in
(55): Mps ~:=M(Ug,0_;7). Recall also the definition a and b from (16).
(@) There existsa C = C(U,6_,0) € (0,00) such that for all L > 1 and v € (0, c0) one
has

M(Up,6-;7) <1+ (8 —6-) " logy (Cy 'L X |lg-2+50ma ). (60)

(b) Suppose U is a bounded Lipschitz domain. For everyr € (1 —6_,1), L > 1 and
v € (0, 00),

,(5757)—1bL(2+b(576,)—1)0 ”XH (6—6-)""'6

[I:ZML,(S_,'Y [UL]HHT(UL) S,U,(L,é,o ,Y C72+6,0(Rd) .

(c) Additionally, impose the Neumann assumption 3.2 (II) and that 1/2 < 0_. Suppose
thatr € (3—0_,1),e € (0,6_—1), p € (2,00) and q € (1,2) are such that%%—% =1
and (41) holds for s = r. Then, for every o € (0,00), L > 1 and v € (0,1],
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(23, ULllar@y)
—(5—6_)"1 —5_)"1p)o (66
§U76*’670’5 v (6=4-) bL(2+(6 o ®) ||XHC 2+6)a )(u + ||§||C 2+6U(Rd))

LQEHYUL HB;,ZH(R”Z) + LUHX — §||Cf2+26,cr(Rd).

Proof. (a) (60) is a direct consequence of Lemma 2.11.
(b) follows by Theorem 4.3 (a) (see (39)) since by definition of b and a (see (16)),

||YN||C_1+§—1U(]Rd) S 2bNa’ (61) {egn:estimate_Y_N

and by using (60). . R
For (c) we use (b) and estimate Z);, _[U] and Zy, _[UL]. By Theorem 4.3 (b) and (c)
we have

- W -
ZML,'y [UL] Sé,s,p,U L* H€2 My HC‘S(UL) HYUL HB;?,""S(de

Zor, (U] Ssow L)€ M0 (| es ) 1Yoz, llerese ).

~Y

As forany z,y € R,
le® —e¥| = €|l — e " < Cely — x| < Ce™ |y — 1],

by definition of M, we have |[e”" Ve || sy S 27€% < 2¢2.

Therefore, we obtain the desired inequality by the estimate of ||}A/MLW |c1+6.0 (ray from
Lemma 5.6 and (60). []

Assumption 5.12. (Assumptions for this section) Throughout the rest of this section, we
impose the construction assumption 3.2 (I) and the ergodic assumption 3.2 (III). We fix
d_,0,r€(0,1),0 € (0,1/4) and p € (8d,o0) such that 6_ < ¢ and

{ass:section_IDS}

(2 + (5 - 5_)_16(5_>>d0- < ]_ —T. (62) {eq:condition_of_
We set
&Il =1+ [[Xlc-2+50@a) + @+ || X = Ellc-2+25.0(Ray,
a®:=a°(d,0) := sup 2_bN||Y]\8[||C71+6,g(Rd) e LP(P),
NeN
€ == 1+ “XeHC*”‘;vU(Rd) +a® + || X° — 56||C*2+25v°(Rd)> e>0.

Whenever we impose the Neumann assumption 3.2 (II), we implicitly also assume that j_ >
1; the condition (41) is satisfied for ¢ € (1, 2) such that % + % =landsomee € (0,0_ —3);

and for any bounded Lipshitz domain U, we set (with YV asin Assumption 3.2 (II))

I e N
€llow := iléIN)L ' HYULHBP_,%:M(W)’ €< lllowr == iléIN)L ! HY;ULHB;’})H(W), e > 0.
Remark 5.13. By the construction assumption 3.2 (I), [|€]| € L%(PP) for every q € [1,00) et
and under the Neumann assumption 3.2 (II), in particular (17), ||{[|lov € L(P) for every

q € [1,00). By Lemma 5.11 and the condition on o, (62), there exists an m € N such that for
all bounded Lipschitz domains U, forall L > 1and v € (0, 1], for M5 = M(Ug,0_,7),

—(6—0-) 1bL

[[ZML,(Si,'y [UL]]]HT‘(UL) SU ’y (63) {eq:estimate_of_c
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—(@—d-)"te g 15

123, 5 [Uillirws) Su vy “(llEl™ + li€llov)  under32aD.  (64)
For (64) observe that 0 < 1%‘1’” and that we may choose ¢ > 0 as in Lemma 5.11 (c) such
that 2¢ < 1;7”. In (63) one may replace “Z” and “£” by “Z°” and “£.” and in (64) one may
replace GGZN”’ 465” and 666” by GGZN75’?’ G‘ge?’ and GGé‘E”.

Our first goal is to construct the IDS for the Anderson Hamiltonian, see Definition 5.25
We begin by introducing some notation related to eigenvalue counting functions.

Definition 5.14. Recall the notation from Definition 4.17. For a bounded domain U, A € R
and € > 0, we set N° := N%M z,, and N? := Ny 2 ,le,
) V1 M >~ M

)= Lpewyoy,  N2UA) = Tpe )<
keN keN

If U is a bounded Lipshitz domain, we set N := N Way.2,, and N. =N W, zs,» e

—=N
M=) Lyap N U= 1g o

keN keN

and under the Neumann assumption 3.2 (I) we set N := N7y, - zy, and N D= Ny oy xe,
’ Af

1.e.,

M=) Tpgoan  NXUA) =Y Tps @<
keN keN

Remark 5.15. In most of the following we restrict our statements to N, N and NV,

However, by ‘adding some ¢’s’ the statements are also valid by replacing the occurrences of
2 _N” 2 2 9 2 _N” 2 2 2
“ND a’ “N “NN , “S and “5 a’ and by “NED, , “NE “NE , “EE s and “55 .

Lemma 5.16. Let U be a bounded Lipschitz domain. Then, for any 6 € (0,1), there exist
Avg, Cugr € (0,00) and an integer | € N such that for every A > Mgy

N 2 (=0 O+ 0+ Cunc €I 65)
N0 < 0+ 0T+ 6+ ol (66)

In particular, E[NN(U, A)™| < oo for every m € (0,00) and A € R.

If we furthermore impose the Neumann assumption 3.2 (1), then
[B(0,1)] a
ﬁIUI{A +0+ Cugr (€N + M€ llor)}>.
Proof. The proof of (65) and (67) are similar to (66), hence we only give the proof of
the latter. Remember that N and N are the eigenvalue counting functions of —A with
Dirichlet and Neumann boundary conditions, respectively. By Lemma 4.20 (b), there exists
a Ay > 0 such that for A > Ay g we have

NYU,N) < (140) (67)

NY(U, N < (1+9)5%]UP\5.
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4.20 (b)

Let¢' € (0,00),7 € (0,1]. By Lemma4.19, and Remark 5.10, with A3, := AY (W, Zar,)
where M., is the random variable M (U, §; y) (see (55)), one has

1|B(0,1)] +
waw\xy) :

ol

N (U < (1+0)

54

Recalling the definition of A} ,, one observes that there exists a constant C7, ,, . such that

1

Ayy < (14 9')6(2+%)7()\ +0 + Cpg (2, Ilj(U))

Therefore, if v := (24 %) 'log(1 + ¢’) and ¢’ := (1 + f)2a — 1 € (0,6), and Cuor =
C&,@/,TV%_Q (see (62)), using (63), one has

Ay < A+ 0)i(A+0+ Cup, €N,

which yields (66). L]

By Lemma 4.19 we derive N° (U, \) < N (U, ) and similarly - by using that 2 [U] =
Zn|U] on H{ (which follows due to the fact that 7 equals zero on H{(U), see Lemma 2.8)
- N°(U,\) < NY(U,\). Therefore, as a direct consequence of Lemma 5.16 we obtain
the following asymptotics. These asymptotics agree with the asymptotics of the eigenvalue
counting function for the Laplacian operator, as proven by Weyl (also called Weyl’s law) and
later generalised for a class of Schrodinger operators by Kirsch and Martinelli [44, Propo-

sition 2.3] (observe that our results agree with the work of Mouzard on two dimensional
manifolds, see [58]).
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{prop:weyl}

Proposition 5.17. Let U be a bounded Lipschitz domain, then

_ B(0,1
lim A\"ENP(U,\) = lim A" 2N (U, \) = |éo—’d)|!U|7

A—00 A—00 ( 7T)

and under the Neumann assumption 3.2 (II),

B(0,1
lim A~ 2J\TN(U A) = M|U!
A—r00 (2 )
{prop:existence_c
Proposition 5.18. There exist (deterministic) functions R — [0, 00), N and N, such that
forall X € R and y € R, P-almost surely and in L'(P), with Q = y + [—3, 1]%,

NP = lim ——NP(Qu\),

LEQ,L—00 Ld

N'(A) = lim N QN

LEQ,L—o0 Ld

exist. Moreover,

sup B[N (Q, \)] = ()

L>0

<N (\) = inf L—E[ QL M) (68)  (eqmiovertine_on

L>0

Under the Neumann assumption 3.2 (1I), one may simultaneously replace N by N* and
N
N by N in the above definition and inequality.

Proof. The existence of the mentioned limits in the P-almost sure sense and the equalities in
(68) follow by an application of the ergodic theorem by Akcoglu and Krengel [1], see also
[44, Section 3] for a similar construction (in case the potential is a function). The conditions
of this ergodic theorem are satisfied on the one hand by the ergodic assumptions 3.2 (III)
and on the other hand by the fact that Q — N(Q, \) is superadditive and Q — N (Q, \)
is subadditive, which follows by Lemma 4.24 and Remark 4.25. That the convergences hold
also in L!(P) and the inequality in (68) holds, follows by Lemma 4.18 as for Q C [—1, 1]¢,
it implies

ND(Q? >‘) < ND([_lv 1]d7 )‘) < NN([_L 1]d7 )‘>7
and N ([—1,1]%, A) is in L' (P) by Lemma 5.16. O

Remark 5.19. The cube () in Proposition 5.18 does not need to be centered at the origin.
This is important in the proof of Theorem 5.26.

Definition 5.20. We define (deterministic) functions N, N :R-R by
N°(A) = inf N°(X) and N (A):= inf N (V).

N>\ A>A
Note that they are right-continuous functions that satisfy limy_, ., IN #()\) = 0 for # de-
noting either D or N.

{def:vague_conver

Definition 5.21. A sequence (f,)nen Of increasing functions R — [0, 00), is said to con-
verge vaguely to some function f : R — [0, 00) if f,(A\) — f()\) for all A € R that are
continuity points of f.
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{rem:convergence_
Remark 5.22. If ) is a continuity point of N°()), then N°(\) = N()).

{remark:upper_est

Remark 5.23. Observe that by Lemma 4.28 (b) and (63) for v = 1, for all x > 0 and
bounded Lipschitz domains U, there exists a Cyy,, > 0 such that

N

N°(Up,\) < N (U, \)
< N°(Up, A+ 1) + Cp L4711 + max{\, J}+H3W lﬂi I
< N°(Up, A+ p) + Cyp L7H1 + max{\, 0} + La H|€H" }
< NO(Up A+ ) + Curp L1+ max{), 0} + J€]|7 )%,

and under the Neumann assumption 3.2 (II)

ND(UL,)\) < N(Up, \)
< NP(Up, A+ 1) + Cup L4731+ max{, 0} + ([|€]I™ + [I€llov) ]2

{prop:ids_boundar

Proposition 5.24. N° = N and, under the Neumann assumption 3.2 (II), N°® = N™.

Proof. Let \ be a continuity point of both N" and N By Remark 5.23 applied to
U = [-1,1]9 by Proposition 5.18, because NP()\) = N"(A) and N (\) = N (),

202
see Remark 5.22, we have for all ;1 > 0,

N°(A) < N'(\) < N°(A+p),

so that the equality follows as both N” and N are rlght—contlnuous Under the Neumann
assumption 3.2 (II), we can argue similarly with “/N™ instead of “N O

Alternative proof of Proposition 5.24. We could invoke Lemma 4.28 (b), but instead give a
more elementary proof. We follow the start of the proof of Lemma 4.28 (b).
Letl >0,ne N,n> 3.

U =[-(n—1Dn-D]% U= [-nlnl*\ [~(n—2),(n—2)]"

Then, for L = nl, 1@ = 20 and Q = [~1,1]" we have Ui = Q1 \ B(0Q, R) and U —
QF C B(OUL, R). Because HL ,(U,) is embedded in H(U,), we have &2 » g™/

(where £ = 5111”‘731‘) and thus by the proof of Lemma 4.28 (b),
—N d . N K K
N ([-nl,nl]%,\) < N°([—(n — 1), (n — )], X + / )+ N (U )\+7).

Since Us, can be decomposed into {n? — (n — 2)¢} boxes of size [, the subadditivity of
N and the translation invariance yield

N

E[N" (U, \)] < (n® — (n = 2)HE[N" ([0, 1%, \)].

Therefore,




{def:IDS}

Definition 5.25. Thanks to Proposition 5.24, we may simply write

N :=N"=0N (= N" under the Neumann assumption 3.2 (II)).
We call N the integrated density of states (IDS) for the Anderson Hamiltonian with potential
€.

One can see the validity of the above definition from the following two perspectives: (i)
NN is the limit of eigenvalue counting functions on growing domains (Theorem 5.26) and
(i1) N is the limit of the IDS associated with mollified noise (Theorem 5.29).

{thm:IDS_general}

Theorem 5.26. Let U be a bounded domain. Then, almost surely,

1
hm _ND(UL, ) — N Vaguely. (69) {egn:convergence_
L—oo ‘ UL‘

If U is a bounded Lipschitz domain, then

1
1 _N M — N . 7 egn:convergence,
LeNuLn_}oo A (U, ") vaguely (70)  (eq gence.

Under the Neumann assumption 3.2 (I11), one can replace N by N~ in (70).

Proof. Firstly, observe that we may assume U to be a bounded Lipschitz domain due to the
monotonicity of N°(U, \) as a function of U.

By Remark 5.23 it suffices to prove (69) (also

for N™ under the Neumann assumption 3.2 (II).
Let A € R be a continuity point of IN. We set

Ly={keZ : k+[0,11"C2"U}, J,:={keZ": (k+[0,1]")N(2"V) # @}.
By Lemma 4.18 and Lemma 4.24,

> NP Lk +[0,1]%),0) < N°(U, ) < Y N (27"L(k + [0,1]%), \).
kel kEJn
Therefore, by Proposition 5.18 and Remark 5.22,
#1I, | R . 1 #Jn
T _NP(\ <hm1nf—N Up,\) <limsup — N (U, \) < T NN,

By Proposition 5.24, one has N = N" = N". Thus, the proof is complete by letting
n — o0. O]
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Remark 5.27. Recall Remark 5.15. Let ¢ € (0,1). There exist functions N, V. and

€

N7 such that analogues statements as in Proposition 5.18 hold. Then we define N2()\) :=
infy~) N2(\) and similarly Wj and N©. By analogous arguments as in Theorem 5.26

we also have N7 = NS (= N under the Neumann assumption 3.2 (I)). In this case
N. := N? is called the integrated density of states for the Anderson Hamiltonian with
potential £, — c..

For the convergence of IN. to IN that we show in Theorem 5.29, we introduce the fol-
lowing auxiliary lemma.

Lemma 5.28. Let # denote either D or N. Forall L > 0, A € Rand pu > 0,

11%10nfE[Nf(QL, N] > EIN*(Qp, A — p)].

Proof. First we observe that as )\k#;s (Qr) — A (Qy) in probability for all & (by Theorem 5.3
and Theorem 5.8), the following holds: For all (g,,),en in (0,00) with €, | 0 as n — oo,
there exists a subsequence (£, )men and a ©; C Q of P-probability 1, such that on 2,
)\,ﬁanm (Qr) — A\ (Qy) for all k, and therefore for all 11 > 0

liminf N7 (Qz,A) = N*(Qr, A = ).

Indeed, if py,, < pom,m < --- and pg,, — gk in R as m — oo, for all £ € N, then
Hminf oo D pey Lipe sy = Dot Lipp<u—ey forall 4 € Rand e > 0.

Therefore, for all (¢,)nen in (0,00) with €, | 0 as n — oo, there exists a subsequence
(€n,, )men such that by Fatou’s lemma

liminfE[NZ (Qr,\)] > E[lim inf N¥ (Qr,N)] = E[N*(Qr, A — p)].

m—00 m
From this the inequality follows. [
Theorem 5.29. N. — N vaguely.
Proof. Let Q := [—1/2,1/2]%, L € Nand p € (0,1). Let A € R be a continuity point of

IN. By (68) (see also Remark 5.22)
1 —
N() = N.() £ BN (Qr. ) — N2(Qr. ).
By Lemma 5.28, forall L > 1 and . > 0,

A= Hmsip{N () = NV} < LEN Q) ~ N*(Qu, A~ ).

Therefore, by (68), taking the infimum over L. > 1 in the above inequality, we obtain A <
N(\) — N(X — p) for all 4 > 0. As \ is a continuity point of IN, it follows that A < 0.
Similarly, 68

one can show 5.28

h%nf{N(A) — NN} >0. O
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{lemma:liminf_exr

{thm:IDS_epsilon}



Finally, we prove the tail behavior of the IDS.

{thm:IDS_tails}

Theorem 5.30. One has the following tail estimates of the IDS.

() One has limy oo A2 N (X) = B2

(b) For every bounded domain U and every o € (0, 00), one has

hm Sup(—)\)_a log N()\) — hm Sup(—)\)_a 10g P(}\?(U) S )\), (71) {eqn:limsup_lambc

A——00 A——00

1)1\111 lnf<—>\)7a log N()\) = l)l\m lnf<—>\)7a log P(}\?(U) S )\) (72) {egn:1liminf_lambc
——00 ——00

Proof. (a) Let Q := [0, 1]%. By applying Fatou’s lemma and the first inequality of (68), we
obtain . ) ]
Elliminf \"2 N?(Q, V)] < li/{n inf AT2IN(A\) < limsup A"z N ().
—00

A—00 A—00

2
obtain the upper bound, by the last inequality of (68) and the estimate (66) from Lemma 5.16,

for any 6 € (0,1) we have

Since lim ), A~z NP (Q,\) = |B(g’)1d)| by Proposition 5.17, the lower bound is obtained. To

lim sup )\_%N()\) < lim sup )\_gE[NN(Qa A)]

A—00 A—00

d B 0, 1 d

< timsup A~¢(1+ ) T B[ +6+ o llENY)
1B0,)
< (1+ 9)w-

Now the identity in (a) follows.
(b) Let A < 0. Thanks to the monotonicity of A} (see Proposition 4.10), we may and do
assume U = [0, L]? for some L € (0, 00). By (68) (see also Remark 5.22),

P(AY(U) < A) <E[N"(UN] < LIN(N).

Therefore, we establish that the left-hand sides are greater or equal to the right-hand sides
of (71) and (72). By Lemma 4.28 (a), for [ € (0, L/2) and n € N, one has

N°(U,, N < Y. N (k+[-LL+0" N+ KI™?)
kezin[—1,n+1]¢
and hence

1 (n+2)?

—EINP(U, \)] < E[N"([0, L+ 20, A + KI7?).

nd
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Letting n — oo, for p, q € (1,00) with p~! + ¢~! = 1, one obtains
N(A\) <E[N"([0, L +20)% X+ KI7?)]
=E[N"([0,L +20% X + Kﬂ)n P((0,L+20) <A+ Ki-2}]
E[N"([0, L + 21]%, K17%)%]a IP’()\D([O L+20% < A+ KZ’Q)%.
where we applied Holder’s inequality in the second inequality. Note that
E[NP([0, L + 21]%, K172)7] < oo

by Lemma 4.19 and Lemma 4.20 (b). Therefore, for U = [0, L +2I]%, the left-hand sides are
less or equal to the right-hand sides of (71) and (72). As L and | € (0, L/2) can be chosen
arbitrarily, the equalities follow. [

A Estimates related to function spaces

A.1 Estimates in Besov spaces
This subsection gives estimates in weighted Besov spaces (see Definition 2.2).

Lemma A.l. Let p,q € [1,00], 7 € Rand 01,09 € [0,00). Then

llrer ey S 191 g 73)
Ilernaey Sparmen 1) posonm e 50 (74)

If poy > d, then
||fHB’""’1+"2(]Rd) 513711,7",0'1,0'2 ||f||C”’1 (R4)- (75)

Proof. By [72, Theorem 6.5], one has || f||sre®d) ~pgro [[wofl By rae). Therefore (73)
and (74) follow by the (unweighted) Besov embedding, see [71, Section 2.7.1]. For (75),
the product estimate in the Besov space (see [52, Corollary 2.1.35], which follows also from
[60, Lemma 2.1]) yields

||f||B;121+02(Rd) §p,q7r,01702 “wffz”Bl:llz-&-g Rd)Hf”C’“"l(]Rd

Nl 1y S 1y o O Lemma2,
Since [0™ We, | Smyos Woy—|m|> WE have ||w02||W1|0r\+1(Rd) < oo if pog > d. O

Theorem A.2 (Weighted Young’s inequality). Let p,q,r € [1,00], 1 + 1 = % + % and
o € [0,00). Then

[wo (f * g)

1 So [w—o flellwegl|ze.

Proof.

Using that w, (z) <, w,(x — y)w_,(y), one
can estimate w, (z)|f * g|(x) < [(|flw_s) * (|g|w,)](z), see also [57, Theorem 2.4]. The
rest follows by Young’s inequality, [4, Theorem 1.4]. O]
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{subsec:technical

{subsec:estimates

{lem:weighted_bes

{egqn:estimate_inf

{egn:estimate_inf

{egn:estimate_p,c

{thm:weighted_yot



Theorem A.3. Let 7 € Rand o € [0,00]. Let ¢ € S(RY) and [ = 1 and p.(x) =
e~dp(e7 ). Then, for alln € C™°(R?),d > 0,

10
e *n — 77||CT*5v0+5(Rd) = 0.

Proof. In this proof we refrain from writing “(R%)”. Let § > 0 and p € (¢,00). By

67
Lemma A.1, (75), n is an element of B;:({’L‘S. As by Lemma A.1, (73),

lpe xn = nllersers S llpe* 1 —=nll grgvs = D 2| wors(pe * A — Ajn) | v
j=—1

It suffices to show for all j that ||w,1s5(pe * Ajn — Ajn)| e =% ) and

|wors(pe * Ajn — Am)|lze S [[worsAjn|| e (76)

As . x Ajn converges to A;n almost everywhere (as it does at every Lebesgue point, see
[41, Proposition 2.3.8]), the converges follows from (76) by Lebesgue’s dominated con-
vergence theorem. By the weighted Young inequality, we have ||wyis(¢- * An)|ler So

[ (o18)Pel| 1 [[worsAjnlle.  AS w_(o4s)(e7) < w_(o15)(2) for e € (0,1), we have
|w— (o169l 2t < [[w—(o18) ||z Which is finite because ¢ € S(R?). This proves (76). [

Lemma A4, Letp,q € [1,00], 7 € Rand o € [0,00). Let Z € By7(R?) and ¢ € S(R?).
Then, one has

lo(L™") 2| By mt) Sparos LN 2N g @), L>1

Proof. By the product estimate for Besov spaces [64, Theorem 4.37], we have

16(L)Z g 0y S IO g g 100 Zl g -

Since chrZ”B;,q(Rd) Sparo HZHB;;‘;(Rd) by [72, Theorem 6.5] and ||'||Cw+% S H'HWMH% S
||| 1-+1 by Lemma 2.7, it suffices to show
qu(L_l')w—a”ngﬂ(Rd) Sroe L7
For this, it suffices to show
10™ [w—od (L)l oo () S L7
for every m € Ng. By the Leibniz rule,
L (m
om L Lfl. — Lf\mfl|al 7oamfl Lfl. .
oot =3 () o
Since [0'w_, (z)] S (1 + ]x|2)o_2m , We obtain
sup 0" o (L) ()] Som Y ) )27 sup (14 ) T |0 oL )|
zeR? -0 l zeR?
o m\ . oIl |
=2 )L M sup (14 |Laf?) 7307 o )
=0 rER
Smoe L7 O]
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{egn:estimate_dif

{lem:localizatior



Lemma A.5. Let U be a bounded domain, v € R and o € (0, 00). Then for for Z € C™°(R?)
1Zllerwsy Sve LN Zllero@ay, L =1.

Proof. Let ¢ € C°(R?) be 1 on aneighborhood of U. Then || Z||cr(v,) = |¢(L+) Z||crry <
|¢(L-)Z||crray- By Lemma 2.7,

(L) Z|crmay S l6(L) Z ||er (may-
Therefore, we obtain the desired estimate by an application of Lemma A.4. ]

Lemma A.6. Let p,q € [1,00], r €R, 0 € [0,00), m € Nd and a € R.
@ One has 107 f - oy Spanom |z

(b) Let X be a smooth function on R? such that Y = 0 in a neighborhood of 0 and all
the derivatives are bounded. Then, one has || F (|27 [**XF f]|| gr-20.0 ga) Sparoax

/]

Proof. We only prove (a), as the proof of (b) is similar. We use the notations from Defi-
nition 2.2. Let v be a compactly supported smooth function on R? such that ¢) = 1 on a
neighborhood of supp(x) and set ¥; := 1(277-). Because A;0™ f = F 1 [x (277 )] x A; f
for 7 € Ny, by Theorem A.2 we have

Bpg(R4):

[ws (A;0™ )| oy < Nlw—oF~H(=2m0)" 03| 11 () 1o B £ | o ety (77
It remains to observe that for all j € N
27 Jw_ o FH[(=2mi) s | r ey = o F (=279 i) p (277 )] | 11 ey
— (127w (279 [F T (=20) " | (27 2 e
< Nw—o [FH(=270) "] || 1 (o)

as w_q(277-) < w_,. For j = —1 a similar estimate as (77) holds for a Y € C(R?) with
1 = 1 on supp(x). O

Definition A.7. For J € Ny or J = —1 we write
J 00
Acsf =D Nifo Assf =) Aif.
j=-1 J=J
Remark A.8. Observe that by definition of x and x (Definition 2.2), for N € N

(1-0E Y0 =Y x272),  zeR!

and therefore

Bonf =FH1=0C@MFf), danf = F(x@2™)Ff).
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{lem:derivative_zc

{item:derivative_

{item:1ifting_bes

{egn:derivative_I

{def:Delta_le_LP_

{rem:sum_large_LE



Lemma A.9. Let p,q € [1,00], r,s € Rwithr < s, 0 € [0,00) and N € Ny. Then, one
has (observe the difference of the positions of r and s)

HA>NfHBT’U (R4) Ss r,o
[A<n flls

Proof. We first observe by Remark A.8 that AsyA;f = [2V4F~1(1 — x)(2V:) = f. Thus,
by [57, Theorem 2.4 and Lemma 2.6], one has

Hwa(AjAsz)HLv(Rd) N ng(Ajf)HLp(Rd)

7 (R%)»

BS (RY) Soro 2(8 ’")NHfHB”(Rd

Therefore,

o0 1

[8snFllggmn = (22 27 lwo(B58n )’
j=N-1

1
< 2_(N—1)(s—7‘)< Z 21q3||wU(AjA2Nf>||qu(Rd)> '

j=N-1
o0 1
SS_TJ 2—N(s—r)( Z 2Jq5||wU<A f)HLP Rd)>
j=N-1
< 27N 7]

Byg (RY)-
The second inequality can be proven similarly. ]

Recall the definition of an admissible kernel and of GG, see Definition B.35 and Defini-
tion 2.10.

Corollary A.10. Let p,q € [1,00], r,s € Rwithr < s, 0 € [0,00) and N € Ny. Let K be
an admissible kernel. Set Hy := G — K. Then, one has

|G f”B;jfv"(Rd) Sparsc 2

1H * fll st ey Sparso 2°7VIF HB;W»

[(Gn — Go) * f|

By g7 (RY) Spa.nso 20~ T)N||f||B;jg(Rd)-

Proof. Suppose 1) € C>°(R?) is 0 in a neighborhood of 0 and is equal to 1 on supp(1—x). If
we set g := F 1|27 "2 F f], then Gy * f = Asng. Therefore, the first claimed inequality
follows from Lemma A.6 (b) and Lemma A.9.

To prove the second claimed inequality, recall that one has Hy = (Gy—Go)+(Go— K).
By Lemma C.1 below, Gy — K belongs to S(R?). Therefore,

(Go — K) * f]

On the other hand, one has (Gy — Go) * f = (Asy — Aso)g = (A<ny—1 — A_1)g. Hence,
by Lemma A.6 (b) and by Lemma A.9, the third inequality and thus the second follow. [

BSH2 (Rd) Searso “fHB;’»Z(Rd)’

Finally, we recall a wavelet characterization of weighted Besov spaces.

Theorem A.11 ([55], [72, Theorem 1.61]). For any k € N, there exist 1;, 1y, € C*(R) with
the following properties.
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{lem: fourier_cutc

{cor:estimates_of

{thm:scale_functi



 Forn € Ny, if we denote by V;, the subspace of L*(R) spanned by

{s(2" - —m) : m € Z},

then the inclusions Vo CV; C -+ CV,, C V,iy C -+ hold and L*(R) is the closure
(ZfTLJ7lEf§0 ‘/;1'

* The set
{Wi(-—=m) : meZ}U{tn(-—m) : meZ}
forms an orthonormal basis of V. Therefore, the set
{s(- —m) : m € Z}U{22¢)(2" - —m) : n € Ny, m € Z}
forms an orthonormal basis of L*(R).
* One has [, #'tn(x)dz = 0 foreveryl € {1,2,... k}.
One can build an orthonormal basis of L2(IR) as follows.

{prop:wavelet_bas

Proposition A.12 ([72, Proposition 1.53]). Let k € N and let 1;, 1y € C*(R?) be as in
Theorem A.11. For n € Ny, we define the sets of d-tuples by

B = {(f77f)} l'fn:O,
' {(Gy,...,Gq) € {fm}? : Fjs. G;=m} ifn>1.

Forn € Ny, G € ", m € Z? and v € R, we set (n — 1)y = max{n — 1,0} and
G d(n—1)4 d 1
\Ij:,{ (I) = 2 2 H¢G](2(n_ )+£Uj - m]) (78) {eq:wavelet_basis
j=1

The set {U™C : n € Ny, G € 8", m € Z} forms an orthonormal basis of L*(R?).

With the expansion by the basis {¥™%¢ : n € No,G € &",m € Z%}, one can give a
wavelet characterization of weighted Besov spaces.

{prop:besov_wavel

Proposition A.13 ([72, Theorem 6.15]). Let p,q € [1,00], r € R and o € (0, 00). Suppose

2d d
k>max{7",—+——r}
p 2

and let {U™C : n € Ny, G € &",m € Z%} be as in Proposition A.12. Then, there exists a
constant C' € (0,00) such that for every [ € By (R?) one has

O_l||f||B;;g(Rd)

1/p
2n(r7d/p)( Wy 27 m)P 2nd/2 \Iln’G p> )
( > wi@my e Op) )

Ge®n mezd

<

17(No)

< /]

Bpg(R)-
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A.2 Estimates of constants of functional inequalities on bounded domains

{subsec:estimates

In Definition 4.6 we have introduced the smallest constant that appears in interpolation in-
equalities. In this section we introduce also other constants that appear in functional in-
equalities and study their behaviour (also under scaling of the underlying domain).

{def:functional_i

Definition A.14. Let U be a bounded domain and p,p1,ps € [1,00], 71,72,5 € [0, 00),
€ (0,00) and 6 € (0,7). We set

1 lwzz )
C’EInbed[VV;:‘l1 - W]:T;QQ] = sup ||f||
FEWRE(U)\{0} Wpl(U
. I/ HW’“_‘S(U
Cgrod[ng - W; 6] = SU_p )
noy 11y @

Similarly, we set Cgmbed[W;f,o = W2l .‘by replacing thF: fun?tion spaces Wy t(? those
with zero boundary conditions “W;O”. If U is a bounded Lipschitz domain, for a universal
extension operator ¢ from U to R? as in Lemma 2.8, we set

Chnt (Wt W2l = inf{H[’HW;ll(U)HW;ll ®?) T ”[’HW;QQ(U)HW;ZQ(RCZ)
|t is an universal extension operator},

COY(WT) := inf{||R 1 R is aright inverse of 7, 1 )
WOV =R Risarig )

- L2 =5 o)
CProd[WQTp — W;‘ 5] = Sup
Fews, (OU)\{0} Hf”w* (0U)

bl

CU W = 1L fllwy may
Mult p
rewrongoy I fllwr

and CExt[W;] : C’Ext [WI:7 W;]

{lem:scaling_of_ce

Lemma A.15. Let U be a domain.

(a) Letpy,ps € (1,00) withp1 < pyandry,ry € [0,00) withry = rq —d(pi1 — —) Then,

one has CY . a[Wyto = W20l Spipos L If U is a bounded Lipschitz domain, one
has CEmbed [Wn Wrz] ~SP1,P2,71 CExt [ng B

(b) Let s € (0,1). Then, one has CL[HS] <s 1. If U is a bounded Lipschitz domain, one
has CE|H®] <, CE . [L?, HY).

Proof. We only prove the claim for a bounded Lipschitz domain U'.
(a) Let ¢ be a universal extension operator from U to RY. Then, by using the Sobolev
embedding in R? [10, Theorem 8.12.6] for the second inequality,

Hf”w’”?(U < ” ( )ngg(Rd) 51’171’277“1 ||L(f)HW,fll(Rd < || ||WT1(U)—>WT11(Rd)HfHW,;ll(U)?

and thus || fllyr2 1) Sprpari Citena Wi Ll )
(b) We can prove the claim similarly by using the inequality [4, Proposition 2.22]

/]

Hs(R%) NS ||f||L2(]Rd Hf”?{l(Rd)’ -
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Lemma A.16. Let U be a bounded domain, p € [1,00), r € (0,1) and € € (0,r). Then we

have
U T r—e
OProd[W2p,0 —W,o | Spe 1,

and if U is a bounded Lipschitz domain

Cgrod[WQTp - W;:T;_E] SP,E 17

dy %
oU r r— P
RN W St ([ i)

Proof. We only prove the first inequality. Since

—1 d
oo R 800

one has
|f(@)* = f(y)*]?

o — g9

Hf2HW1§_E(Rd) Sor HfZHLP(Rd) +/ dx dy.

lz—y|<1

Observe that || f2(| o(zay < || f7 25 (- Furthermore, observe that

[f(2)® = fFW)?I” (If(x) + f(y)l)p<|f(1’) - f(y)l)f’,

|x — y|d+l’(7“—€) Ly

o — g o — y|%

so that, by Holder’s inequality

2 _ 2(p . %
[ R <l ([ PG avay) ™

|z — yl|dte(r=e) oyl<1 T — ylPe

Now the latter integral can be estimated by || || z2» times the following integral over the unit
ball that can be estimated as follows

/ da </1 dr 1 -
i 47 Jo e 2pe

Lemma A.17 ([69, Proposition 5.3]). Let p € (1,00), r € (0, ;lo) and let U be a bounded
Lipschitz domain. Then, the map

I d I d
Bp,p(R ) - Bp,p(]R )7 f = fﬂU

is a bounded linear operator.
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Lemma A.18. Let U be a bounded Lipschitz domain. Then, we have

sup CRL Wit Wizl < oo, pi,ps2 € [1,00], 71,72 € [0,00), (79)
ilill)HTWg(UL)H < o, P € (1,00),7’ € (Il)a 1 + i)a (80)
sup G (W] < o0, p € (1,00),7 € (0,1), (81)
, , p1,p2 € (1,00),71,79 € |0,00),
sup Oty a Wi — Wr2) < oo, ' <2 ( - ) idl [_ N ) (82)
L>1 P1=>P2,T2=T1 (pl p2)a
sup CHF[H®] < oo s € (0,1), (83)
L>1
sup Crfae[Wyl <00, pe(1,00),7 € (0,1), (84)
sup Cply[Wy, — Wi~ < 00 p € [1,00),7 € (0,1),¢ € (0,7), (85)
L>1
sup L’Eng)Ld[WQ’"p — W, ] <oo, pe[l,00),r€(0,1),e€(0,r). (86)

L>1

If U is a bounded domain (that is not necessarily Lipschitz), then (82) and (85) hold by
replacing the occurrences of the form “W;'” by “Wy',".

Proof. Let ¢ be a universal extension operator from U to R? (Definition 2.9). For L > 1,
we define a universal extension operator ¢y, from Uy, to R? by ¢z (f) = «(f(L-))(L1).
By change of variables, and using that 0“¢(f) = ¢(0“f) it is straightforward to check that
leLllwr @) —wr@ay < llellwy@)—wy@a)- This implies (79). The two (80) and (81) estimates
can be proven similarly.

(82) and (83) follow by Lemma A.15 and by (79).

(84) First observe r € (0,1). Set F' := 11(f) for f € W;(Ur). Then, 1y, f =
Ly, F and thus || 1y, f|lwy@ey < [|Fller + [Lv, Flw;y @e)- By change of variables, one has

d_g
[9(L™ " )]wsray = L7 °[g]w;(ra) and thus

4‘*T
[ﬂULF]Wg(Rd) = Li" [lUF(L)]W;;(Rd)
By Lemma A.17 and Lemma 2.7, one has

Lo F(L)]wyway < Lo F (L) lwy@ay Svpsr 1L Lo@ay + [F(L)]wy ma
_d _d_,
= L2 ||Fl|lorey + L2 [Flwy ey

The claim follows because || Fllyzse) < Iz llwy @I/l < eyl lwen)-
(85) and (86) follow from Lemma A.16. O
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B

A regularity structure for the gPAM

In this appendix, we list the necessary definitions and results from the paper of Bruned,
Hairer and Zambotti [12] regarding the regularity structure for the generalized Parabolic
Anderson model

d d
Oou = Au + Z gi.;(u)Oud;u + Z hi(w)0u + k(u) + f(u)€, (87)

ij=1 i=1

that we use in Appendix C.

B.1

Terminologies

Here we review some terminologies from [12].

Definition B.1. We fix a rype set £ := {Z, .#}. The symbol = represents the noise £ and
the symbol .# represents an abstract integration operator.

Definition B.2. We define the following notions regarding graphs.

(a)

(b)

©

(d)

A rooted tree is a finite connected simple graph without cycles, with a distinguished
vertex called the root. We do not allow for an empty tree but we allow for a trivial
tree  which consists of only one vertex. Vertices will be called nodes. Given a rooted
tree T', the set of nodes and that of edges are denoted by N = Np and by E = Ep
respectively. We denote by pr the root of T". Nodes of a rooted tree are endowed with
a partial order < by their distances from the root. We orient edges (z,y) € E so that
z < y.

A forest is a finite simple graph without cycles. We say a forest is rooted if every
component of the forest is a rooted tree. We allow for an empty rooted forest. Given
a rooted forest F', the set of nodes and that of edges are denoted by N = N and by
E = Ep respectively.

A tree or a forest is called typed if it is endowed with amap t : &/ — £ where E is the
set of edges.

We say A is a subforest of a forest I, and write A C F,if Ny C Npand F4 C Er and
if (x,y) € E4 implies {z,y} C N4. We note that a subtree of a rooted tree is again a
rooted tree whose root is the unique vertex which is closest to the root of the original
rooted tree. Therefore, a subforest of a rooted forest is again a rooted forest. If a forest
is typed, a subforest inherits types by restriction. If A and B are (rooted, typed) forests,
we denote by A LI B the disjoint union of A and B with types naturally inherited.

Definition B.3. In this paper, a typed forest F' is often equipped with a colouring F and
decorations n, 0, ¢ as follows.

(a)

(b)

A pair (F, F') is called a colourful forest if the following hold:

o F'=(Ep, Np, 1) is a typed rooted forest.

» One has F': Er U Np — {0,1,2} such that if F'((z,y)) =i > 0 for (z,y) € Ep
then F(z) = F(y) = i.

If (F, F') is a colourful forest and
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e n: Np — N¢
« 0: Ny — Z & Z[£] with supp(0) C U;ooF~1(3),
¢ : Er — N¢ and supp(e¢) C Ep \ supp(F),
then the 5-tuple (F, F.n,o, ¢), also written (F), F )&°, is called a decorated forest. We
denote by § the set of decorated forests.
(¢) Forxz,y € Np, we write x ~ y if they are connected in Ui>015_1(2').

(d) Given a decorated forest (F), F ,m,0,¢), we view a subforest A C F' as a decorated
forest by restricting the associated maps (F',n, o0, ¢).

(e) We write ™ for the decorated tree (e,2,m,0,0).
Many examples of colourful forests can be found in [12].
Definition B.4. Two notions of product for forests are defined as follows.
(a) For decorated forests 7; = (Fj, Finy, 05, ¢;) (i = 1,2), we define the forest product by
T Ty = (Fy U Fy, Fy + Fy,nq + 1y, 01 4 04, ¢1 + ¢3)

where, for i # 7, (131-, n;, 0;,¢;) are set to 0 on F).

(b) For a a decorated forest 7 = (F, F,n,o, ¢), we denote by _# (7) the decorated tree

(7 (F),[F],[n], 0], e),
where ¢ (F) is the tree obtained by gluing all the roots of F,

A A

[Flppm) = max  F(y), [Fl(x)=F(z) forz#p s

y is aroot of F'

and [n] and [o] are defined at the new root by summing the values at the roots of F', and
are equal to n and o elsewhere, respectively. The tree product is defined by

T = J (T m)

{def:tree_join}

Definition B.5 ([12, Section 4.3]). For a decorated tree 7 = (7, T)" © and k € N¢, we write
Z(7) for a decorated tree o = (5, S)" ° obtained by connecting the old root p. to a new

root p, with a new edge e = (py, p,) and by defining S, #i, 6 and ¢ as an extension of 7', n,
o and e such that

S(ps) = lps) = 8(ps) =0, te) =7, S(e)=0, &le) =k,
Fori € {1,...,d}, we write .%(7) := ., (T), where e; is the ith standard basis of R
Definition B.6 ([12, Definition 5.3]). We assign the degree |-| to the types by e
=] =—-2446, [|SF]| =2 (88)  (eqixi_gegree)
We extend the degree to (k,v) € Z¢ @ Z[£] by
d
|(k,0)| == ki + alE| + b7 |
i=1
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where v = a= + b.#. For a decorated tree 7 = (F, ', n,0,¢), we set

Ei:=FYi))NEp, E:=E UL, N;:=F'(i)NNg

and we define two notions of degrees |-|_ and || by

rl- = ) (el —e(e) + Y n(x)

GEEF\E rENp
= Y (el —ee)+ D> n@)+ > o)
EEEF\EQ zENFR CCENF\NQ

B.2 Hopf algebras on forests and trees

In this section, we introduce Hopf algebra structures on some spaces of forests and those of
trees. For this purpose, we begin with introducing contraction operators.

Definition B.7 ([12, Definition 3.18]). We set
H(F, ) = (A F, B,
where

» X3 F is the quotient forest '/ ~, where the equivalent relation ~ is in the sense of
Definition B.3-(¢);

* F and [e] are natural “restrictions”;

* one has [n](z) ==}, n(y);

¢ one has

o)(2) =Y o) + 3 o), Ele)={(5.2) €E : y~z~u).

Y~z e€E(x)

For a decorated forest 7 and 7 € N, one has a unique decomposition 7 = p - v such
that on v the map Fis equal to ¢ and on each component of y the map F'is not equal to ¢
everywhere.

Definition B.8. Then, we set

ki(v) = {(.’ g erN,, n(r),0,0) if erN,, n(z) >0

%] otherwise

and

Hi(T) = A () - (V).

In addition, we denote by H; (7) the decorated forest that is obtained from .%;(7) by setting
oto0on F1(4).

Remark B.9. v is allowed to be an empty forest & and k;(&) = .

With these operators, one can write Hopf algebras associated to regularity structures and
renormalization structures.
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Definition B.10. We define vector spaces H;, H, as follows.
(a) We denote by H; the free vector space generated by

B(H,) :={(F,F)™ : F <1, #(F)=F}.

(b) We denote by H, the free vector space generated by B(H,), where 7 € *B(H,) if and
only if

e Tisatreeand F' < 1; s H(T)=T1
{def:coproduct_fc

Definition B.11 ([12, Definition 3.3]). Given a decorated forest 7 = (F, F)‘e“’ we denote
by 44 (7) the set of all subforests of F' which contains F'~'(1) and subforests of I that are
disjoint from F'~1(2). We set

AT = Z Z Z F[( )A F’A7nA+7T€A70‘NA7e‘EA)

Aesli(t)nama<n EF

® (F,FU Ain—ng, 04 ng +m(ell —ela), elgnm, +5),

(89) {eq:coproduct_for

where

e &l runs over all maps Er — N¢ supported on the (outgoing) boundary

O(AvF) = {(6+,6_) S EF\EA Leyp € NA};

e fore : Ep — N¢ one defines e : Np — Z¢ by

me(x) = Z e(z);

EGIEF
e=(z,y) for some y

e FU; Ais the map defined by
. _ 1 ifreA
' F(x) otherwise.

Some of the main results from [12] are the following.

{prop: forest_hopf

Proposition B.12 ([12, Proposition 4.11]). The vector space H, is a Hopf algebra with

multiplication
M(1 ® 1) = (11 - T2),
with unit &, with coproduct (#; ® 1), and with counit
ﬂ}fl((F’ F)E’U) = ]l{@}((F’ F)t:,o)’
The Hopf algebra H, is graded with respect to |-|_.

{prop: forest_coac

Proposition B.13 ([12, Proposition 4.14]). The vector space H, is a left comodule over the
Hopf algebra H, with coaction

(%@%)Al:HO%Hl(X)HO.
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B.3 Rule

We set K R
T:={(F,F,nj0,e) €§ : Fisatree, F =0, 0 =0}.

The set T is a monoid with the tree product and with the trivial tree as unit. We simply write
T? for (T7,0,n,0,¢) € T.

Definition B.14. Given a decorated tree 7' € T, we associate to each x € Ny a node type

Nr(x) = A (x) = ((ter) e(er)), .-, (Hen), elen)),

where (eq,...,e,) are the edges leaving the node z, namely, for each j one can find a
y; € Npsuch thate; = (z,y;).

Definition B.15. Let (£ x Ny)"™/ ~,, be the set of unordered n-tuples valued in £ x Ny and
let PN be the power set of U,en, (£ x Ng)"/ ~,,. We define the rule R : £ — PN by

k(=) ={0},
R(I) = A{([Zn), ([I]n, 22, ([T ]n, Fi, F5), ([ ]ns Z)m € Noy iy j € {1, d} ],

where we write [.#],, for the n-tuple of (.#,0) and write .#; for (., e;), where e; is the ith
unit vector in RY.

It is not difficult to show that the rule R is subcritical in the sense of [12, Definition 5.14]
and complete in the sense of [12, Definition 5.20].

12

Cl1

Cl
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12
B.3

Definition B.16 ([12, Definition 5.8]). Let 7 =1} € %.
(a) We say T conforms to the rule R at the node z if the following hold:

e if 2 is the root, then A (x) € R(Z) or A (z) € R(.¥);
* otherwise, one has .4/ (z) € R(t(e)), where e is the edge such that e = (y, x) for
some node y.
(b) We say 7 conforms to the rule R if 7 comforms to R at every node, except possibly the
root.

(c) We say T strongly conforms to the rule R if T comforms to R at every node.

Definition B.17 ([12, Definition 5.13]). We define sets T, (¢ € {o, 1, —}) as follows.
(a) We denote by T, C ¥ the set of trees which strongly conform to R.

(b) We denote by ¥; C § the smallest submonoid under the forest product which contains
%o

(c) We denote by T_ C T, the set of trees 77" with the following properties:

e one has |7|_ < 0 and n(p7y) = 0;

* if there exists only one edge containing pp, then

[

I = I - nlpr) = e(e) = 0, () = 90)

Pr

90
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71)f0r every j such that t; = 7. In

) Ifr= 75 (n) - £i(n) € T, then 7; € T
= {()}, then for the edge e = (x,y) one

particular, if y is a leaf of T, namely if A (y)
has t(e) = E.

Proof. The claims will be proved by induction. Indeed, for n = 1, the claims are true.
Suppose that the claims are verified for n — 1. We will check the claim (i1). Let

T=_FM ) Fn) e T\,
* Suppose ((t;, kj))é-zl = ([-#],). Then,

l

=2 (il +2) + 3 n@) 215> 0.

j=1 TEN,
contradiction.

* Suppose ((t;, k;))j—1 = (F, [-#]i-1). Then,

[l =Iml+1+ > (Il +2) + Y n(2),

j:2 IENT
which can be less than 0 only if 7, ..., 7, € £,
« Suppose (3, k;))'_, = (. I, [#]i_2). Then,

l

Tl =Inl+lml+2+ ) (Il +2) + ) n(x),

which can be less than 0 only if 7, ..., 7, € £ (1),
* Suppose ((t;,k;))i—; = (,[-#]i—1). Then, 7 is the trivial tree and
!
Irl==240+> (Il +2)+ Y n(),
which can be less than O only if 7»,..., 75 € S =),

To see the claim (i), it suffices to check |7| in the above four cases, by knowing that at least
one of 7;’s satisfies |7;| > —2 + (n — 1)¢. O

The notion of completeness is more technical.
Definition. Let N = ((t;, k1), ..., (t,, kn)) € (€ x N§)"/ ~,.
(a) Given m € N¢, we denote by 9™ N the set of n-tuples

n

((tl,k‘l—|—m1),...,(tn,/€n+mn)), ij:m.

=1
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(b) We define a substitution operation as follows. Suppose we are given M C N and
M € PN, where PN is the power set of U, (£ x Nf)”/ ~,,. Suppose M is finite and
write N = M U N. Then, we set

RN = NUM,U---UM, M={M,..., M}

Definition. Given atree 7" € T,(R), we associate A7(¢) = .4 (e) toeache = (v,y) € Er
in the following recursive way. Suppose y is a leaf, namely .4 (y) = {()}. Then, we set

N (e) := R(t(e)).
Otherwise, if ey, . . ., ¢; are all the edges of the form e; = (y, v) for some node v, we set
N (e) == {(@%(y)]\/ : N (y) €N € R(t(e)), M ={M,,...,M}, M;ec.¥(e)}

Let us compute .4 for the following decorated tree:

xrg To9 T10 T11

One first sees

N (24, 28)) = N ((25,9)) = A (26, 210)) = A ((¥7,711)) = {() }
Next, one observes
N ((22,74)) = {BZ) (A1, B) + n € No} = {([#]n) : m € N}

Similarly,

N (22, 25)) = A (23, 76)) = A (23, 76)) = {([Z]n) + n € No}.
Finally, one observes
N (w1, 22))
o {%{ [ﬂ]k [ﬂ]z)}(j A, [f}n),r@({ﬁﬁf))’([ﬂm}(f,flwij [7],)

) |k, l,n € Ng,j € {1,...,d}}
={([F1n), ([Z]n. ) : neNo,j €{1,...,d}}

and

N ((21,73)) = {2 B VI (), 50, 5) ¢ kLn e Ny j € {1, d}}
={([#]x) + n €N}
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Lemma. Suppose F!' € T strongly conforms to the rule R and G is a subtree of F' contain-
ing the root of F'. Write ey, . .., e for all the edges in G containing the root pg = pr and
write p i for the root of the contracted tree

HoF = A (F,1g,n,0,¢).

Then, one finds (M, ..., M) € Ag(e1) x -+ x Ag(e)) and N5(pg) € N € R(F) such
that

M
Noaer (Prar) = ‘%}GEPG)

Proof. We denote by d(-, -) the graph distance on the nodes. Set
n = max{d(pag,y) : y € G}.

The proof is based on the induction on n. When n = 1, the proof of the claim is obvious.
Suppose n > 2 and write e; = (pg,y;) for j = 1,...,l. We denote by GG; and by F; the
subtree of GG and F’ respectively such that

* the root of GG; and Fj is y; and

e one has Ng = U§~:1NGJ- U{pg} and E¢ = UézlEG]. U {e,..., e} and similarly for
F.

je

Gy G

N . Yi
€1 €l
PG
By the hypothesis of the induction, for each j € {1,... [}, writing egj ), S el(j ) for all the
edges in G; containing pg, = y;, there exist

(MP, MP)y € Ao(el?) x - x Agle)

and A (y;) € NU) € R(#) such that

. {M1(]> 7777 Ml(j)} (])
M; = e/V%Gij(yj) - ’%,/VG]. (v5) N
Therefore, one has M; € 45(e;) and
My, M,
Noaer(paer) = B N (pr). 0

If T} strongly conforms to the rule R, it does not necessarily hold true that a contracted
tree
H(F,1g,n,0,¢), for G C F containg the root pp

conforms to the rule R at its new root. However, the following lemma shows that it holds
true in a certain interesting situation and it will be a key ingredient for Lemma B.23.
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{lem:rule_co

Lemma. The subcritical rule R is complete in the sense of [12, Definition 5.20]. That is, if
T €% _and N (p;) C N € R(.¥), then writing e, . . ., e, for the edges containing the root
pr one has
gt MY Ny R(.7)
“ N (pr) 1 L\ e

forevery (M, ..., M) € N (e]) x - x N (e;) and for every m € N& with |m| + |7| < 0.

Proof. The proof is based on induction. Let

T /:11 (Tl) ce /;[’(7-1) c fz@) \Sglfl).

* Suppose ((t;, k;))i—; = (Z,[#]i—1). Then 7y is the trivial tree. By LemmaB.3, 75,...,7; €

7"~ By the hypothesis of the induction, one has

Fle) {{Mm neNg) |7 < -1
- B() 7| > —1.

Since

7l ==2+5+> (Im]+2) +nlps) <0,
J=2

there is at most one 7; such that [7;| > —1.

— If |7j| < —1 for every j, then
(BN N (pr) ©N € R((I)), My € A ()} S{([]) + n € No}.
— If there exists exactly one 7; such that |7;| > —1, then |7| > —1 and
{(Z0MIN N (p,) © N € R(UI)), M, € A (e))} € R(t(e)

Therefore, in this case, 7 satisfies the claim.

* Suppose ((t;,k;))'_; = (F, Fg, [Fi—2). Then, by Lemma B.3, one has 71,...,7 €
T One has

l
Tl =2(—=1)+> |5 +n(p;) <0

J=1

and therefore there is at most one j such that |7;| > —1. Then, one can prove the claim as
in the first case. The case ((t;, k;))}—; = (%, [#]i—1) can be handled similarly. O

B.4 Definition of the regularity structure

The content of this section is parallel to [12, Section 5.5]. Our goal here is to construct
subspaces of H,, (¢ € {1, 0}) which provide a correct framework for the theory of regularity
structures. Since we desire that elements of those spaces conform to the rule 1, one might
want to consider a subspace spanned by T,. However, T, is not closed under the coproduct
of H,. Therefore, we introduce the following definition.
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Definition B.18. Recall the notation introduced in Definition B.11. For ¢ € {1,0}, we
denote by B(HS) C B(H,) the set consisting of

H(F, F U An—ngyng + (el —ella), elpa +eh) 91)

for 7 = (F, F)* € T,, A € 44;(7), n4 < nwithsupp(ns) C Ny and e : Ep — N? with
supp(ef) € 9(A, F). We denote by HY the free vector space generated by B(HY).

Remark B.19. By choosing A = @ one observes T, C B(HS) for o € {1,0}. In fact, as
Lemma B.20 below shows, H 1C is the smallest subbialgebra of H, both containing ‘T, and
closed under the coactions.

Lemma B.20. The subspace HS is a subbialgebra of H,. Furthermore, the statements of
Proposition B.13 and of Proposition B.12-(iii) remain valid if one replaces (Hy, H,) by
(HY', HY).

Proof. This is essentially proven in [12, Lemma 5.25 and Lemma 5.28]. Here we give a self-
contained proof. We start to prove HC is a subbialgebra of H,. Recalling that T, is closed
under multiplication, it is easy to see H{ is closed under multiplication as well. To prove
H 1( is closed under coproduct, one first notes that if 7 € T4, then the first components and
the second components appearing in the coproduct formula (89) of (7] ® .#7)A;T belong
to (up to multiplication by a nonzero constant) T; and B(H ) respectively. Now suppose
Ty = (F, Fz)‘c‘;‘” € B(HY) and write

7o = J(Fi, Fy Uy Ay — g,y + (e — ellay), elpa, + 25 (C2)

as in (91) and set 7 := (F7, Fl)‘e‘ll“’l. To show Hl( is closed under coproduct, it sufﬁcesrto
show the first and the second components appearing in (%] ® J#])A ;7 belong to B(HY).
This follows from the identity

(Id]]1 ®(}i/1 ® c}{/l)Al)(/ni/l ® ){/l)AlTl — ((/n{/l ® %)Al & I(i[[l)(cj{/l & c){/l)AlTl (C3)

Indeed, suppose o appears in the first components of (7] @ J#])A;75. Then, o is among the
second components appearing in

(Idy, ®( @ J4) A1) (0 @ 1) A7y
and hence, in view of (C3), among the second components appearing in
(U @ )A @ Idy, ) () @ ) ATy

However, we know that the first components of (%] ® .#7)A ;7 belongs to ¥, and that for
7' € T, the second components in (] ® #;)A;7’ belong to B(H{). This implies o €
B(HE). One can similarly argue that the second components appearing in (%] ® J#) A7y
belong to B(HYE).

We move to prove HS is a subbialgebra of H,. It suffices to show that both the first
components and the second components appearing in (/?/2 ® J;ﬁ)AgT for 7 € B(HY)
belong to B(HY'). Indeed, suppose 7 = 75 € B(HYS) is represented as in (C2) and define
71 € %5 in the same way. The claim is a consequence of the coaction identity

(Idg, (s @ H3)A) (I @ H)Ayy = A PP AL @ A))dy, @) Ay
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In fact, the first components appearing in (./;{) ® ./;;Q)Aﬂz are among the second components
of
%/1 ](Al X Al )(l(l]]2 Xu%/)Ale s

which belong to B(HY') since the first components appearing in A,7; belong to T, again.
One can similarly argue for the second components appearing in (/_; ® %@)Am, by noting
that the second components appearing in A,7; belong to ¥, again.

Finally, we prove the claims in the lemma after “Furthermore”. As for Proposition B.12-
(iii), it suffices to show that the first and the second components appearing in (%] @ £ ) AT
for T € B(HY) belong to B(HE) and B(HYS') respectively. This is a consequence of the
coproduct identity [12, Proposition 3.11]

(@ @) (Idg @AN)A 1T = (A @ 1 @ ) (A @Idz) A1, 71 €%y (C4)

Indeed, suppose o appears in the first components appearing in (%, ® £ )A;7 for some
T € B(HS). Then, o is among the second components appearing in (C4) for some 7, € Ts.
Since the first components of A;7; belong to ¥, we conclude o belongs to Hf One can
similarly argue for the second components appearing in (#; ® % )A;7. The claims for
Proposition B.13 can be proved similarly. [

Definition B.21. For ¢ € {1, 0} we denote by H the free vector space generated by
B(HF) = {(F.F);* € BH) : (F,F1,,,)M" € T.}.
Definition B.22. We denote by .7 the free vector space generated by
B(T) = {r € B(HE) : (F,0)™ € T_ for every connected component (F, [')™ of 7}
and by % the free vector space generated by B(.%), where 7 € B(.%) if and only if
Ko I (11) -+ I, (T0)0™]

forn € No, k..., ky,m € Njand 71,...,7, € HE such that |7, (7;)|+ > 0 for every
j =1,...,n. We denote by p{ : H® — 7, the natural projection. We note that .7; is an
algebra under the forest product and .% is an algebra under the tree product.

Proposition B.23 ([12, Proposition 5.35]). The linear map
Ay = (p @p)) (A ®@ A T = T T

defines a coproduct over the algebra 7, (with the forest product as multiplication). With
this coproduct and the counit as in Proposition B.12, 7, is a Hopf algebra. Furthermore,
the vector space H is a right comodule over 7, with coaction

A = (pf @ 1d)(H @ )N - HE - 7 @ HE.

Remark B.24. As shown in [12, Proposition 5.34], one can view .7 as a Hopf algebra with
grade |-|; and one can define a coaction A% : Hf — HE @ 95, of which we do not need
the precise definition here but will only use the recursive formula [12, Proposition 4.17].

Definition B.25. We set
7 =0 F,=% I =5,

Then, in the language of [6], the pair (.7, .7, ) is a concrete regularity structure and the pair
(7, ) is arenormalization structure for the generalized PAM. For ¢ € {—, 4}, we denote
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* by A, the coproduct of .7, * by 1, the counit of .7, and
* by 1, the unit of .7, * by o7, the antipode of 7.

Recall that the product .#_ of .7_ is the forest product while the product .Z, of .7, is
the tree product. We write 1 € .7 for ¢°. For o € {—, +}, the Hopf algebra .7, is graded
with |-|,. The vector space .7 is graded both with |-|_ and with |-|;..

Definition B.26. As shown in [12, Proposition 5.39], if
A={|r|y : T€B(T)},

and we denote by G the character group of .7, the triplet (A, 7, 3) is a regularity structure
in the sense of [34, Definition 2.1]. We have the graded decomposition

T = @eaZ, T, :=span{r € B(7) : |7|s =7}
We write p s for the natural projection from .7 to T3 := ®,3.7,.

Definition B.27. If 7,0 € B(7) are such that 70 € B(.7), we write 7 x 0 := 70. We
extend the product x bilineary. Note that the product * is not defined for all pairs (7, 7).

{def:product_in_r

The following lemma essentially states that the product « is regular in the sense of [34,
Definition 4.6].

Lemma B.28 ([12, Proposition 3.11]). If 7,0 € B(.7) are such that To € B(.T), then
AS (7% 0) = A% (1)A%(0).

Definition B.29. Let /' be the subspace of .7 generated by
F(1y) - I (1), Ty, Tn € 7.
Fori € {1,...,d}, we define the linear map &; : V' — 7, called a derivative, by

{lem:product_is_r

{def:derivative_i

DI (1) I ()] = Z Ii(m) [ 7 ().

k#j

B.22

Proposition B.30 ([12, Section 6.1]). Leti_ : 7 — H{ be the natural projection. Then,
there exists a unique algebra morphism </ : 7 — HFE such that
///Hl(b‘Z/l ®1d,; ) (@ 4)Ai- =1()1y, on T,
where My, is the product in H;.
{def:twisted_anti

Definition B.31. We call &/_ a negative twisted antipode.

As for o7, we only use the following property. As shown in [12, Proposition 6.6], one
has the following recursive formula:

M_T = _%Hl (d\_ ® IdHf%)(A_T — T ® 1_)7 (92) {eq:antipode_minu
where A_ == (p¢ ® ldyr) (S ® 1) A

77



B.5 Models and modelled distributions

Recall the notion of models 2 = (I1, ") from [34, Definition 2.17]. In our situation (gener-
alized parabolic Anderson model), the scaling s is uniform: s = (1,1,...,1). We also need
the functional ||-||,.« and the psuedometric ||-; ||, from [34, (2.16) and (2.17)]. With the
notion of models, one can associate to an abstract element of .7 a concrete distribution on
R¢. We list some definitions related to models from [34] and [12].

Definition. We write I, := @®p.,T3. We write pg : J — Jzand p, : T — T, for
the natural projections. Since .73 is identified with some Euclidean space, we can equip .73
with the corresponding Euclidean norm for which we write ||-|| 5.

Definition ([34, Definition 2.17]). A model for the regularity structure .7 is a pair 2 =
(I, T") with the following properties.

* For each z € RY, one has a linear map I1,, : 7 — §'(R?) and I1 = (I1,,) ,cpa-

 For each z,y € R? one has I'z, € G, where G is the structure group of .7 and
I'= (F:I:y>:1:,yERd'

* One has the identities ', I'y, = I';, and II,I';, = II, for z,y, 2 € R¢.

* One has the following analytic estimates. For every v € R and a compact set £ of R?,
there exists a constant C., 4 such that

’<H,I:7_7 @?H S C",’.RAﬂﬂ Hpur;ﬂyTHw S C",,ﬁ’I - y|87” (CS)

for every o, 8 such that o < 8 < 7, every 7 € B(T) N T, every x,y € K with
lz —y| < 1, every A € (0,1) and every ¢ € C?(R?) with supp(¢) C B(0,1) and

|9llc2(ray < 1 and where ¢ (y) := A~ 9p(A " (y — x)).

We denote by ||.Z|||.« the infinimum of the constants C., & such that the inequalities (C5)
hold. Given another model 2 = (II,T"), we denote by || Z; 2|, the infinimum of those
C > 0 such that

(I = TL)7,62)| < ON, - [lpa(Tay = Tay)7lla < Cla — 972,

where «, (3, x, y, T, A and ¢ range as before.

An important concept in the theory of regularity structures is the modelled distribution
([34, Definition 3.1]). We denote by D7 (7, %) = D7(%) the space of modelled distribu-
tions with respect to the model 2 whose images are in .7, = @®g-73. We set

DT, Z)={feD(T,%) : fis Ba<pcy I3-valued}.
We will use the norm |||-|||,.« given by [34, (3.1)].

Definition ([34, Definition 3.1]). Lety € R and 2 = (II,T") be a model for 7. We define
the space D(.7, Z) of modelled distributions as the space of maps f : R? — Z_ such
that for every compact set & C R one has

Ips[f(y) — Dyuf ()]l

Il flll4:5 := maxsup||psf(x)| s+ max sup S < 0.
’ B<y zeR ‘ B<y T,YyER, ‘l - y‘ o
lz—y|<1

We set
DT, Z)={feD(T,Z) : fis Ba<p<y Tz-valued}.
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Definition B.32. Let 2 be a model over .7 and let v,[ > 0. By [34, Theorem 3.10], there
exists a unique continuous linear operator R = R? : DV(7, %) — Chin4(RY) with the

following property: there exists a C' = C(v,[,.7) > 0 such that for every compact set
RCRY

(Rf =1L f(2)) (@) < CNNZ panll fllsmen,  where @3 := A6(A7} (- — 2)),
(93)
uniformly over ¢ € C*(B(0,1)) with |[¢[|crrey < 1, A € (0,1), f € D'(T, Z) and x € R.
The operator R is called the reconstruction operator.

Proposition B.33 ([34, Theorem 4.7]). Let V; and V3 be subspaces of 7 closed under the
action of the structure group. Suppose the product T, * T is well-defined for every 7 € V;
and Ty € V,. Let 2 be a model for 7 and let f; € D) (V;, Z) for i = 1,2. Then, if we set
v = min{yi + g, v2 + a1}, one has p(fi* f2) € D), 10, (T, Z). Moreover, there exists
a constant C' € (0, c0) which depends only on 7 such that

o< (Frrfo)llis < COANZ Mosirass) W fillsisl follsgis for every compact set & € R

Definition B.34. Let F' € C2°(R?) and let V be a subspace of {7 € 7 : p_o7 = 0} that is
closed under the product x and under the action of the structure group. We define the map
F*:V =V by
. DFF(7 ok -
F*(1) = Z k!( )(T — 7 T i=poT.
keNy
According to [34, Theorem 4.16], if v > 0 and f € D7(V, Z), then one has

FZ(F)(x) = pey 7 (f(2)) € DV, Z).

Furthermore, there exist a constant C' € (0, 00) and an integer k£ € N, which depend only
on .7, F and +, such that

o< F(Nlllis < CO A N2 s + N1 f1ll:)* - for every compact set & C R (94)

B.6 Operations with kernels

Definition B.35. A smooth map K : R?\ {0} — R with supp K C B(0,1) is called an
admissible kernel if it satisfies [34, Assumption 5.1] with K (z,y) := K(z — y) and if the
following are satisfied:

* with the notation of [34, Assumption 5.1] one has the scaling s = (1,1,...,1) and
the regularization 5 = 2;

* one has [, 2" K (x)dz = 0 for |k| < 1;

« the difference K — G is smooth on R?, where G is the Green’s function on R? (see
Section 2.3).

The existence of such a kernel is guaranteed by [34, Lemma 5.5].

Definition B.36 ([34, Definition 5.9]). Given an admissible kernel K, a model (I, I") for .7
is said to realize K if one has

) )
I, %7 = O"K I, — > ( j'@ (" K + 11,7 (2)

jGNgl|T|++2—|j|—|kJ|>0
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for every 7 € B(.7), k € N¢ with |k| < 1 and v € R The space .# (7, K) of all K-
admissible models is endowed with the topology induced by the collection of pseudometrics
(Il 5 -l+,8)~,5- In fact, the space .# (.7, K) is a complete metric space.

We recall operations of kernels on modelled distributions from [34, Section 5].

{def:kernel}

Definition B.37. Let 2° = (II,T") be a model realizing K in the sense of [34, Definition
5.9].

(a) We set
7 XP ok d
J(x)r :=T7 (2)1 := Z ?[D K xIl,7(z)], z€RY,
|k|<|T|++2

for 7 € B(.7) and extend it linearly for 7 € 7.
(b) Lety € (0,00) \Nand f € D'(7, Z). We set

k
Nf@) =N flz):= Y %D’“K « (R f -, f(z))(x) (95)  (eqiaet ot_cn)
kl<y+2
and ) )
Kf(z) =K f(z):= (I +T?(2))f(x) + N f(x). (96)  (eqsaet_of_curi_s

By [34, Theorem 5.12], K maps D(.7, %) to D""*(7, %) and one has RKf =
K xR f. More precisely, one has

IS vzis Sz 1+ N Z l2me.n)*I1f i mes.- (O7)  teaiscnauder_eses

uniformly over 2" € .#(7,K), f € D(7, %) and compact sets & C R? See [37,
Theorem 5.1].

(c) For a smooth function /" on R? and 3 € (0, o), we set

Xk:
RyF(x):= ) FD’“F(:U), r € R
kl<g

Then [34, Lemma 2.12] implies RgF € D°(7, Z).

B.7 BPHZ renormalization

{subsubsection:BEF

Interesting models can be derived from the realization defined below.

Definition B.38 ([12, Definition 6.9]). We call a linear map IT : .7 — S'(R%) a (¢-
Yrealization if

M1 =1, TIE=¢, TI(X"r)=2a"TIr foreveryr € B(.T).

A realization is called smooth if its image is a subset of C*°(R?). Given an admissible kernel
K, arealization I1 is called K'-admissible if it additionally satisfies

M.9,(7) = 0"K 7 forevery 7 € B(.7) and k € NI with |k| < 1.
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Definition B.39 ([12, Definition 6.8]). Let K be an admissible kernel. To a smooth K-
admissible realization I1, one can associate a model

Z(II) == (II,T)
realizing K as in [12, Definition 6.8].

We denote by .7 (.7, K) the closure in .# (.7, K) of
{Z(IT) : IIis a smooth K-admissible realization}.
Definition B.40 ([12, Proposition 6.12]). A (K-)canonical realization 11°*™* for . is the

smooth K'-admissible &.-realization characterized by the identities
Hcan,e(TO,) — Hcan,5<7_)Hcan,€(o_)7 Hcan,s (%a'r) — Hcan,sT’
where %, is obtained from 7 = (F, F')™ by resetting F'(ps,) = 1 and o(7) = a. We set
gcan,e R (Hcan,s Fcan) A QP(Hcan,é:)
= , = .
In the situation of our interest, the model Z“*™¢ does not converge as € | 0. To ob-
tain a limit, one has to “twist” the realization II°™. This operation of twisting is called

renormalization. The most natural renormalization is called the BPHZ renormalization, as
introduced in [12].

{def:realization_

{def:canonical_mc

Definition B.41 ([12, Theorem 6.16]). The BPHZ realization TIB*1%< is a unique &.-realization

characterized by the following properties:
o TIBPHZE — (g @ IT°"<) A° for some algebraic map g : 7. — R;

e For every 7 € .7 with |7], < 0, one has E[ITB*H2<7(0)] = 0.

We set
BPHZe _ ([[BPHZe PBPHZe) . go(I[BPHZe)
To solve the generalized parabolic Anderson model (87), we need the convergence of
2’BPHZe - More precisely, we assume the following; for a condition under which this as-
sumption is satisfied, we refer to [17, Theorem 2.31].

Assumption B.42. As ¢ | 0, the family of models (2ZP"1%#) ) converges to some

model 2’BPHZ = ([IBPHZ TBPHZ) "independent of the mollifier p, in .# (7, K) in prob-

ability. Furthermore, there exists a ¢’ € (0,1) with the following property. For every

p € 2N, there exist constants C’""'* € (0, 00) and a map €,;7"% : (0,1) — (0, 00) such that
BPHZ () = ( and the estimates

p
EH<HxBPHZ7—7 ¢;\>‘p] < CI]?PHZ)\]J(|T\++6/)’
EH <HZBPHZT - HE’PHZ’gT, ¢i\>|p] < EEPHZ(g)AP(|T|++6/)

hold forallz € R%, X € (0,1), ¢ € C*(R?) with || ¢]|c2ga) < 1 and with supp(¢) € B(0,1)
and 7 = (T,0)"° € T with |7], < 0. Here we write ¢} := A%\ 71(- — x)).

limE 10 €
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List of symbols from Appendix B

o, antipode of the Hopf algebra .7, 74

o negative twisted antipode 74

B basis 64

¢ contraction operator for decorated trees 64

|| degree or simply absolute value 63

& abstract symbol for integration 62

# joining trees at their roots 63

%  model (I1,T") 75

Z(IT) the model from the realization IT 77

IT realization 77

R the reconstruction operator 76

(7,7.) concrete regularity structure for the gPAM 73
(Z_,.7) renormalization structure for the gPAM 73
T setof trees (T, 0)™° 66

T_  set of trees which conform to R and have negative homogeneity 67
T, set of trees which strongly conform to R 67

t type map:E — £ 62

£ typeset{Z,.7} 62

1. counit of .7, 74

%, free monoid generated by T, 67

1, unitof .7, 74

Er edge setof F' 62

(F,F) colourful forest 62

(F, F.n,o, ¢) decorated forest 63

H, vector space of trees invariant under %~ 64

H, Hopf algebra of forests invariant under .%; 64
HS  subspace of H,, which contains T, and is closed under coproducts 72
HE  subspace of HS whoses basis belongs to T, 73
9; derivative in .7 74

M (T, K) the space of models from K -admissible realizations 78
o the decorated tree (e,2,m,0,0) 63

Nr  node set of F' 62

R rule 66

Nr(x) node type of T at z 66

A°  coaction I — T ® T 13

A, coproduct 7, — T, ® T, 74

= abstract symbol for a noise 62

p.s the natural projection from .7 to ©,3.7, 74

D (7,%) the space of modelled distributions 75
pr rootof atree T’ 62

71 - 7o forest product of 7; and 75 63

717y tree product of 7 and 7, 63
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C Proof of Theorem 3.9

Based on the framework discussed in Appendix B, here we provide the details to prove
Theorem 3.9. First, we prepare some results on the kernel Gy from Definition 2.10. In the
rest of this section, we fix an admissible kernel /X as in Definition B.35 and we set

Hy =Gy — K. (98)
Lemma C.1. For every N € Ny, the function Hy belongs to S(R?).

Proof. Since the Fourier transform of Gy — G has a compact support, we observe that
Hy = (Gy — G) + (G — K) is smooth. Thus, it comes down to showing that Hy decays
rapidly or equivalently, as K is supported on B(0, 1), to showing that G decays rapidly.
For m,n € N¢, one has

Fla"om G| () = (—=2mi)" "¢ [€™1€17* (1 — X)(27¢)].

If |k| > 0, the function 9%y is smooth and supported on B(0,2%%2/3) \ B(0,3/4). There-
fore, with some compactly supported smooth function R one has

OE[e™El* (1 = )27 = aelE™Iel ] x (1 = X)(27€) + R(9).

If ny, ..., ng are sufficiently large, then 9"[¢™|£|~?] is bounded for || > 3/4. This means
that F[z"0™Gy](£) is integrable, or equivalently, z"0™ Gy is bounded. O

Remark C.2. Thanks to Lemma C.1, the convolution H y * f is well-defined for f € S’ and
the distribution Hy * f represents a smooth function.

Definition C.3. Suppose that the model 2 realizes K. Fory € (0,00)\N, f € D'(7, %)
and N € Ny, we set

Gn f(x) = G\ f(2) = KT f(2) + RypolHy * R f](2).

Recalling that Gy = K + H from (98), one has RZG ff f = Gn*R7Z f. For the motivation
behind the parameter /V, see Remark 3.1.

C.1 Definition of modelled distributions

Here we rigorously implement the strategy outlined in Remark 1.16, in the framework of
Appendix B.

Definition C.4. We define 7,7_ C .7 and B(T ), B(7_-) C B(.7) as follows.
(a) For 7,7 € 7 we write “V.7 (1)) - VI (1) for “3__| 7(m1) .7 (7).
(b) We denote by 7 the smallest subset of .7~ with the following properties:

e Zc7 and
o if 1, € T,then VI (1) - VI (1n) € T.

Furthermore, we associate ¢(7) € N to each 7 € T by setting ¢(Z) := 1 and by
inductively setting for 7,75 € T

2C<7'1)C(7'2) if T1 7£ T2,
c(n)e(r) ifm =

(VI () VI (1)) = {
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(c) One defines B(7) C B(.7) as the minimal subset with the following properties:

* Z€B(T)and
o if 7,75 € B(T)andi € {1,...,d}, then Z(11).Z(1) € B(T).

(d) WesetT_:={7€T : |7]l+ <0}and B(T_) :={r € B(T) : ||+ <0}.

Definition C.5. Given a model Z realizing K, we associate 7% = 7% € D (7, %) to
each 7 € 7_ by setting =X := = and by inductively setting

d
Vr = min{’}/ﬂ +1+ |72|+7772 +1+ |7_1|+}’ T’C = Z @Z[’CT{C] * @Z[ICTéc]

=1

for 7 = V.7 (1) - V.Z(72). The exponent 7= is chosen so that -y, > 2 for every 7 € 7_.

{rem:tau_K_and_te

Remark C.6. Thanks to Proposition B.33 and [34, Theorem 5.12], indeed one has =
D77 Furthermore, for 7 = V. (1) - V.#(72) and a compact set K, one has

K2 K%
B Nir Sz A+ 12 M, 1vmg+2:821) M MmsB g 17277 llyeyg:B8)-

(s
Therefore, there exist a constant v, C' € (0, c0) and integers k, [ € N, which depend only on

7, such that
7%

’Y;ﬁ S C(l + |Hg|H77B(ﬁ7l)>k (99) {eq:estimate_of_t
uniformly over 7 € T, & € .# (7, 2) and compact sets & C R,

{def:def_of_model

Definition C.7. Let F' € C°(R) be such that F'(z) = —e** if |z| < 2. Given N € N and a
model Z realizing K, we set

X =X7 = Z ()7
TET-
Wy =W3 = p<2g;3‘:2X'@",

where G%, is as in Definition C.3, and

Yyi=Y%

d
= Pcs [F*(W%) * { Z Z C(Tl)c<7_2)@i[lc'@€7'{c"g] * D [K?Téc’{f]
T1,72E€T_, =1
71|+ 472+ >—2

{prop:modelled_di

Proposition C.8. Suppose that a model % realizes K. Let N € N. Then, one has W% €
DT, Z)and Y € D2, 5(T,Z). More precisely, there exist constants v, C € (0,00)
and integers k, | € N such that the following estimates hold uniformly over N € N, %, % €
M (T, K) and convex compact sets & C R%:

X7 e < CA+ 112 sma0)"
W 2z < CLA + 12 lysmean)® + [ Hy % (RZX )|l c2e)
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1Y X llse < COA N Zllsmen + |1 Hy * (R XZ)]o2m)"s
and furthermore
1X%5 X7 Jlzie < COANZ o 1 Z insn) N1 2 Z s
WX Wi llow < CO+ 12 himsn + 12 Whime) 1125 Z e
+ [ Hy % (RX? = RZX?)|c2
V%Y Rl < C(1+ 12 s + I s

— = k
+ 1 Hy  (RZX?) ooy + 1+ (RTXT ) oo
X (125 Z Nyiso + 1Hy * (R* X = RZXZ)||ow)-

Proof. The estimate for X Z follows from (99). As for the estimate of W% , the Schauder
estimate (97) gives the estimate for XX ?. The estimate for Ry[Hy * (RZ X ?)] follows
from the estimate

[ Ro[Hy % (RZ X[l < D 10" [Hy % (R X 7)]|| o8

m:|m|<2

where the convexity of £ is used. The estimate for Y% follows from Proposition B.33, the
estimate (94) and the Schauder estimate (97).

For the estimates of the differences, the proof is similar. Indeed, we apply difference-
analogue of Proposition B.33, the estimate (94) and (97), which can be found in [34, Propo-
sition 4.10], [38, Proposition 3.11] and [34, Theorem 5.12] respectively. O

{def:def_of_X_W_N

Definition C.9. Given a model Z realizing K and N € N, with X? W and Y% as in
Definition C.7, we set

X7 =R*X?, Wy =R"W}
and

v = RTY + FW{IV[Hy « (X)) + [AGy - G)] « X7 }.

As noted in Definition C.3, one has WZ = Gy * X 7.
{lem:cancellatior

Lemma C.10. Let ¢ € (0,1). To simplify notation, we write X< := X2 here for
instance. Then, one has the following identity:

|‘7‘4/§?IL€|2 _F Z&I%/X?ILE — __58
+ Z c(m)e(m2) V(K * Rcan’eT{C’can’e) - V(K % Rcan’ETéc’can’e)

T1,T2€T—,
71| ++|m2|+>—2

+ 2V[K 5 XE] -V [Hy # (X)) 4 |V Hy % (X9)] P + [A(Gy — G)] % X<,

Proof. One has W™ = K » X" + Hy + X" and
VIV &2 = Z o(11)e(r2) VK % RO V[ % RE0) ]
71,2 €T

+2V[K * X - V[Hy * X + |VHy * X2,

85



Furthermore,
AW]CVan _ Z C(T)Rcan,]_lC,can + [A(GN _ G)] % Xcan
TET_
Now it remains to observe
D e(n)e(m) VK « R VK ROy ) — Y o(r) R pen
1,2 €T T€T-

= _fg + Z C(TI)C<7'2)V(K * 'RcanT{C,can) . V(K * RcanTéC,can). 0

T1,72€T_,
[T1]4+|T2[+>—2

C.2 BPHZ renormalization for X

ffBPHZ,s

The goal of this section is to show X = XZ*"" — ¢, (Proposition C.18). To this end,
our first goal is to obtain the basis expansion for modelled distributions 7% € 7_, which
will be given in Lemma C.13.

{lem:Delta_to_T_C

Lemma C.11. For every 11,79 € T_ with ||+, ||+ < —landi,j € {1,...,d}, one has
ALlA(n)] = Zi(n) © 1y, AL[F(n)I5(m)] = [Hi(n) F5()] ©@ 1.
In particular, the constant map x +— J;(11).%;(72) belongs to DY, .,(F, Z) for any
model 2 = (I1,T") and
R[Zi(11)I(72)] = T[Si(11)7;(2)],
where the right-hand side is independent of x.

Proof. In view of the recursive formula [12, Proposition 4.17], one can prove the claim
by induction on |-|;. Indeed, suppose one is going to prove AS7T = 7 ® 1, where 7 =
Si(11)Fj(12) and AS7, = 7, ® 1. By Lemma B.28, AS7T = A% [7(1)]AL[F(2)].
Therefore, it suffices to show A% [.7;(1)] = [#(71)] ® 1. By [12, Proposition 4.17], one
has
X* A
AL I(n) = (S @ld)An+ > @ Jeren().
k:|7|++1—|k|>0

It remains to observe that (.%; ® Id)Ar = [.#;(71)] ® 1 by hypothesis of the induction and
that the set over which k ranges is empty. ]

{def:remove_cT}

Definition C.12. We use some notations from Section B.1. Let 7 € 9B(7 ) and let e be an
edge of 7 with t(e) = .#. By removing the edge e, we obtain a decorated forest with two
connected components. We denote by

Remove(T;e)

the component containing the root of 7, with decoration inherited from 7. For instance,
Remove( ; | ) = :

where O represents the noise =. We set

Remove(B(T)) := {Remove(r;e) : 7€ B(T),e € E, witht(e) = I},
Remove™(B(T)) := {(T,0)*° : (T,0)?° € Remove(B(T))}.
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Lemma C.13. Suppose 2 = (I1,T") is a model realizing K. Then, one has a claim for
T € T_ as follows.

(@) If T=Zor7=VI(n) VI(r) with ||, || < —1, then "% = 7.

(b) If T =V.I () - VI (1) with |11|+ > —1 and |12|; < —1, then one has the expansion

@) =1+ > dl,(x)o, (100)
)

oeU(r
with the following properties:

* U(7) is a finite subset of Remove" (B(T)) that is independent of %,

* one has

je{l,....d},neNg,peT_, k=1
U, ln€Ng,o1,...,0n ERemove™ (B(T)),
lok|++2—1>0,—1<|p|+ <|7|+

+ D A (RYOK + (R7 PN = L™ ()] (2)

T7o7p7l
neNg,peT_,

are independent of Z.

Proof. To see the claim (a), if |7, < —1, thanks to Lemma C.11, the identity (96) becomes
Kr=JY974+ (K*R7)(z)l

and hence Z,K17 = #;7. The claim (b) seems complicated but can be proven easily by
induction. Suppose that one has 7 = V. (1) - V.#(73) such that 7, has the expansions
of the form (100) and 7 = 5. Furthermore, one has —1 < |r|, < 0 since |7|, < 0.
Therefore, one has

Kot Y e Fen (ton
o€Remove™ (B(T))

where a, has the desired property. By the definition (96) of K, one has

DKt () = Sy + Z ao(z) I (o) + [0; K * I, (x)1

o€Remove" (B(T))

l l
-+ > o (2)[05 T K11, 0] (a:)%%— > [GeiHK*(RT{C—HgET{C)](@")X

! Fk
o€Remove™ (B(T)),leNG 7] <yry +1
|o|+1—]1|>0
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where v, is chosen so that 7* € D' (7, %), see Remark C.6. Since Z,K7y = 77, as
shown in the part (a), one has

I:(0).I(12), X' Fi(15) € Remove™(SB(T)).
Since |71|4+ < |7]4, we complete the induction. O

We recall an explicit formula of the BPHZ realization.

Definition C.14 ([12, Theorem 6.18]). Let .7 be the free algebra generated by .7 under
the forest product. (In fact, recalling H 1R from Definition B.21, we have 7. = H 1R.) We
define the algebra homomorphism ¢- : .7~ — R characterized by

g (io7) = E[II*™*7(0)],
where i, : I — 7 _is the natural injection. Then, we have

HBPHZ,E — (gs_ﬂ?_ ® Hcan,EAi)' (102)

In view of the identity (102) and Lemma C.13, we need to understand (g7 .27 QII%™<) A° 7

for7 € 7_and 7 € Remove"(B(7T)). As one can easily guess from the definition of ¢_, it
is necessary to estimate E[II°*"¢7(0)] for such 7. The following simple lemma is a conse-
quence of the symmetry of the noise &.

Lemma C.15. For 7 € Remove(B(T)), one has E[I1¢™¢7(0)] = 0.

Proof. Let 7 = (T,0)%° € Remove(B(T)). Let II™™ be the canonical realization for
&(—-). Since & < £(—-), one has TI™" g 4 M1 g for every o € 7. If we set

n(T) = #{e € Er : tle) = 7},

by using the identity
OiK x [f(=)] = [0 * f1(—),

where the fact K = K(—-) is used, one has IT™"7 = (—1)""II*"¢7. However, since
7 € Remove(B(T)), n(T) is odd. Therefore, one has

pprines - 4 ppeane . o0q 0 ppminus. _ .
and concludes E[IT®*"*7(0)] = 0. O
Lemma C.16. For 7 = (F, F)™ € B(7T) U Remove"(B(T)) and = € R%, one has
AT =7®1+1_®7+ker(g; & @ II%) Nker(g- o/ @ II).

Proof. Recall from Definition B.2-(a) that edges are oriented. We call an edge e = (a, b)
a leaf if b is not followed by any edge. We call a node a of F' true if there exists an edge
e = (a,b) such that t(e) = .#. We denote by N"™ the set of all true nodes of F. For a
subforest G of F', we set

N7 :={a € Ng N N"™ . there exist exactly j outgoing edges in G at a}.

Recalling the coproduct formula (89), one has
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AT =7TQRr, 1 +1_®71

i Z Z ( ) G O>nc;+7reG ®<%/(F ﬂg)n ng,m (EA—eﬂG)7

R]IEF\EG+EG
GCF,G#o ng#n, 5

where %, is defined in Definition B.40. However, note that IT***%,1 = TI1®*™*1. We fix
G # @, ng # nand € and set
L ng—&—wsg,o L n—ng,w(sf;—e]lc)
T1 = (G, 0)g R To = %(F, ]]_G)QEEF\EG+ES

We will prove (9«7 ® I1%")(1y @ 75) = 0 by considering various cases, which will
complete the proof. When a case is studied, we exclude all cases considered before.

1. Suppose that G # F and that a connected component 7" of G satisfies N2 = & and

Ni = Nj N Ng. Then, the forest 7, contains a leaf (a, pr) of edge type .# and hence
H;::an,e7_2 — Hcan,€7_2 — O.

2. Suppose G contains a leaf of edge type .#. Then, in view of the recursive formula (92),
this is also the case for each forest appearing in .</_7; and hence g %71, = 0.

3. Suppose Ng # @. If the case 2 is excluded, then a connected component of 7; is of the
form "*'* and hence 7; = 0 (as an element of .7.).

4. Suppose 7; contains a connected component 73 = (7,0)™" such that #N}. > 2. Let
a € Nj.

e If a is the root of 7', then 73 = .#;(74) and hence 7, = 0 (as an element of 7).

* If a is not the root of 7', one can merge two consecutive edges (a1, a) and (a, az)
into a single edge (a1, a2) to obtain a new tree 75 € T, with |73|— = |75|_ + 1. Since
lo| - > —2+ 4 forevery o € T, if #(N+\ {pr}) > 2, then |73/ > 0 and hence
71 = 0 (as an element of .7_).

5. Suppose that 7, contains a connected component 74 = (T, 0)"° such that V. 06 = Ni}b =
@. Then, T} = Ts = F and 7y € B(T). However, this implies n = ng = 0, which is
excluded.

6. Therefore, it remains to consider the case where every connnected component 7; =
(T7,0)27" of 7y satisfies #Nj, = 1 and Ny = & and all leaves of 7; are of type Z,
namely 7; € Remove" (‘B(T)) Ifn; #0 on Nr;, then |77[- > 0. Thus, we suppose
n; = 0. We will show g /7 = 0, which implies g_ </ 7 = 0 since the character

9z ;2%_ 1s multiplicative. To apply the recursive formula (92), consider the expansion

A,T7—7'7®1, = 1®T7+ZC7-87'8®7'9.
T8

Then, one has

gz T = —E[TI" 1y ( Z Cry % (92 _75) x E[II"19(0)].

By the same reasoning as before, one can suppose that every component 719 = (719, 0)%°
of 75 belongs to Remove(*B(7)). However, since T3, has a strictly smaller number of

edges than 7% does, one can assume g_ .7 7g = 0 by induction. Therefore, it remains to
show E[II®"¢7(0)] = 0. But this was shown in Lemma C.15. O
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R {cor:bphz_charact

Corollary C.17. If 7 € Remove(B(T)), then g- /-7 = 0. If T € T_, then
gz - = —E[II*"7(0)].

Proof. The claim for 7 € Remove(B(7)) is proved in the proof of Lemma C.16, see the
case 6. If 7 € 7_, by Lemma C.16 one has

HBPHZ,sT — TIcae + gs—%T

However, since |[7|_ < 0, one has E[TI®PH%<7(()] = 0 by definition, which completes the
proof. [

{prop:bphz_vs_car

Proposition C.18. For T € T_, one has

¥BPHZe o oBPHZe
T

II z) = 27" 29 () — B[ 7(0)], z € RY, (103)  (eq:bphz_vs_can_s
x x
RgBPHZ,ET’CV@ﬂBPHZ’g _ Rgfcan,s,r]c’fgcan,s . E[Hcan’aT(Oﬂ'

In particular,

aBPHZ,e grcan,e
X =X -

Ce.

where
Ce = Z C(T)E[Hcan’€T<O)], (104) {eq:def_of_c_epsi

TET_

RBPHZ . _ qo ZPFH%e

Proof. To simplify notation, we write here, for instance. Since

R¥TH# () = TF 7% (2)](x), # € {can, BPHZ},
it suffices to prove (103). By Lemma C.13, one has the expansion

TP () = 7 13 " aB (1)
g

- BPHZ
In the expression of a;,

Therefore, one can assume «
C.17,

given in Lemma C.13, every p in the sum satisfies |p|. < |7];.
BPHZ — g0 by induction. By Lemma C.16 and Corollary

A°TOBPHZ) — @14+ 1_ @71+ Z a(2)1_ ® o + ker(g- o/ @ [1).

Furthermore, by [12, Theorem 6.16], one has

I = (g o @ TIEM) AL

Therefore,
[[BPHZ K.BPHZ (1) _ g;,Q/,T T Z < (1)1
= —E[II™e7(0)] + I e (),
where we applied Corollary C.17 to get the last equality. ]
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C.3 BPHZ renormalization for Y

. . . can,e BPHZ,e . . .
The goal of this section is to compare Yj%} and Yf; , as we did for X in the previous
section. Again, we need to obtain the basis expansion for Y y.

{lem:expansion_fc

Lemma C.19. Ler 1,7 € T_,i € {1,...,d} and N € N. Let % be a model realizing K.
Assume |11 + |T2|+ > —2. Then, for x € R% one has

pes{ FOWZ) () * ZIK?)(0) » 315 7))}
—posf 3 ZEULE) (5~ ) w gt )« il o)}

keNg TET_

and
p<s{ F(Wx)(2) x Z[K” X7 )(2) % Ro[0i{ Hy % (R” X )} ()}

:pd{szﬂ[ * (X 7)) (Zfr) K X7 )(x )}
keNp TET-

Proof. By Lemma C.13, one has

W)=Y Ir+ W (2)1+ Wy (a),
TET_

where WﬁJr(x) € @Ba>17,. Recalling Definition B.34, one has

; K Z(z ;
FWZ)(a) =Y %( S e Wi)
keNg ’ TET_

*k

Since Lemma C.13 implies that
DTy (@) * ZilKmy 7 ] ()

is @a>_145-7a-valued, one can ignore the contribution from WJQVH’(x) when the projection
ps 1s applied. This observation proves the claimed identities. O]

{lem:BPHZ_vs_can_
?BPHZ,E

Lemma C.20. Let N € N. To simplify notation, we write X P12 .= X
instance. Then, one has

here, for

RBPHZ,sy%PHZ,E _ F(WEPHZ’E)
X { Z C(Tl)c(T2)v<K * Rcan,sTllC,can,E) . V(K % Rcan,eTéC,Can,a)

71,2 €T,
71|+ +[T2|+>—2

+ 2V[K X V[Hy + X4 |

BPHZ,e
HZB

Proof. To simplify notation, we also write [[5FHZe = here, for instance. One has

REPILEY RPHAS () — [[IEPHAY REE (1) ().
In view of Lemma C.13, Proposition C.18 and Lemma C.19, it suffices to show

IIEPH2E[ 7 (7y) - I (1) Ii(Tag1)] = U [ I (1) - -+ I (T0) T (Tosr)]s
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LI (1) - I (1) Ii(Tasd) Til Tag2)] = TIEE I (71) -+ I (70) Ii(Ts1) Iil Tas2)),
(105) {eq:pi_BPHZ_vs_ca

for 71,...,Tn, Tny1 € T and 7,12 € Remove(B(T)). We only prove the second identity
of (105). We set

7= (F,0)° == (1) I (70) Ii(Tr1) Fi(Taga),  (F},0)0° =75,
The proof of (105) follows the argument in the proof of Lemma C.16. We claim

ANT=1_T1+ Z [%(TnH)Hf(Tj)} ® [Fi(Tnt2) Hf(Tjﬂ

JC{1,..,n} jed jeJ

+ Y ) i) [[ 2] @ [ 2 (1) (106)  teaerce ssnus.

JC{1,...,n} jeJ Jj¢J

Indeed, let 0 ® o’ be a basis appearing in the coproduct formula (89) for A° 7. If we set
(G,0)™ := ¢ and 0} := (G N F};,0)™°, by repeating the argument in the proof of Lemma
C.16, the forest oy, is either &, 7, or Remove(py; ex,) for some pj, and ey,.

* If 0, = @, then 0 = 0 in J_ unless (p-, pr,) ¢ E,.
* If 0, = 7, then o’ has a leaf of type .# unless (pr, pr,, ) € E,.
* If o), = Remove(py; ex), then |o| > 0 and hence 0 = 0 in J_.

Therefore, the claimed identity (106) is established. It remains to show
g;:ﬂy/\_ [%(Tn—l-l) H j(Tg)] == O7 g;d\_ [’]Z(TTL—l—l)’ﬂZ(Tn—l-Q) H j(Tg)] == O (107) {eq:bphz_characte
jeJ jeJ

Without loss of generality, we can suppose J = {1,...,n}. The proof is based on induction.
We only consider the first identity of (107). As for the case n = 0, the first identity of (107)
is shown in Lemma C.15. Similarly to (106), one can show

Ar=1_er+ Y [FJn)][[Z@H]e]]4m)
JC{1,...,n} jeJ JgJ
In view of the recursive formula (92) and the hypothesis of the induction, it remains to show

E[II*7(0)] = 0.

However, this can be proved as in Lemma C.15, since 7 has an odd number of edges e such
that t(e) = .# and |e(e)| = 1. O

{prop:identitiy_f

Proposition C.21. Let c. be as in (104). We then have

YJ?»BPHZ,S _ F<W]?BPHZ,5)(§E e+ IVW]?;BPHZ@F X AWgBPHZ,e)'
'@()BPHZ,E

Proof. To simplify notation, we write X BPH2 .= X here, for instance. aaaa
By Proposition C.18, XBPH%< and X" are only different by constant, so that W' ¢ =
W<, Therefore, by Lemma C.10 and Lemma C.20,
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C.20

C.10

YJEPHZ,& . F<W]5PHZ’8)(€E + |VW]]\3,PHZ’8|2 + AWJ]\?;PHZ’E)
= F(WR™M%%) x ([A(Gy — G)] * (XPBPHZE — xomey)
= F(Wy) x ([A(Gy — G)] xe.) = —F(Wy "%%)e.. O

C.4 Stochastic estimates and Besov regularity
{subsec:stochasti

Proposition C.8 gives pathwise estimates for the modelled distributions X, Wy and Y y.
Here we give stochastic estimates for X and Y in suitable Besov spaces. For this sake, we

will use the notation on wavelets from Appendix A.1. We fix £ € N such that k£ > %d + 2,

and we consider the orthonormal basis {¥™“} given by (78). We set ¥ := \118’(f """ P,

Definition C.22. Let 2 = (II,T"), Z = (IL,T) € .#(.7, K). Given a compact set & C R,
we set

[Z]s = sup sup  sup 2”|T‘+]<Hx7, 2”d\Il(2”(' —x)))gal,
T=(T,0)2°€B(T)NT<o NEN z€fN2~"Z4
[Z; ?]]ﬁ = sup sup  sup 2”|T‘+]<HIT — 1L, 2"d\IJ(2”(- —x)))pal.

T=(T,0)"°€B(7)N T nEN z€RN2-Z4

{lem:model_norm_k

Lemma C.23. For each v € R, there exist a constant C € (0,00) and an integer k € N
such that the following estimates hold uniformly over &, % € # (7, K) and compact sets
RCR%:

1212 < CA+[2]0)" 125 Zlllis < O+ [2]0) (125 2] + [25 Z]5)-

Proof. Using the recursive formula [12, Proposition 4.17], one can prove the claim as in
[49, Lemma 2.3]. [l

{lem:L_p_norm_of_

Lemma C.24. Let L € [1,00) and set Qp, := [—L, L]%. Let p € 2N. Under Assumption
B.42, if pd' > d + 1, one has

]EH[QPBPHZ]]ZC;L] S CEPHzLd, E[[[D@pBPHZ; QpBPHZ,SHp L] S 6}])3PHZ (€)Ld.
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Proof. The proof is essentially the repetition of [49, Lemma 4.11]. Set
Bo(T) = {r=(T,00" € B(T) : |7|, <0}
If we write U2 := A\=4¥(\71(- — 2)), one has

E[[[fBPHZ]]pL] =E[ sup sup sup ol | (11,7, U2 ") pal]
T7€Bo(T) neEN zcQN2—"7Zd

< Z ZZ”deQ"'T‘*pEH(Hoﬂ‘I’gin>Rd|p]a
TE%OQq)nEN

where the stationarity of the noise £ and the estimate #(Q; N2 "Z%) < 2" [4 are used. By
Assumption B.42,
EH<HOT» \yg‘”>Rd|p] §¢f CEPHZQ—nP(\TH-&-é ).

Therefore,
E[[[gBPHZ]]P L] S/ C}I}BPHZLd|%O(y) | <2p§/_d . 1)—1'

The estimate for the second claimed inequality is similar. ]

Lemma C.25. Let & C R? be a compact set and o € (0,00). Then, there exists a constant
C € (0,00) such that for all N € N

HHN * XHCQ(_Q) S C23NHXH072,U(R11).
Proof. Let ¢ € C>°(RY) be such that ¢ = 1 on &. By Lemma A.4, one has

[Hy * Xllc2g) S |0(Hy * X)lle2rey So [Hy * X|lc2o ma).

It remains to apply Corollary A.10. U
Recall from Definition B.6 that we have, for instance, |=|; = —2 + J + « for some
k€ (0,0).

Proposition C.26. Under Assumption B.42, there exist a deterministic integer k = k(5_) €
N such that for all 0 € (0,00), p € 2N withp > (d+ 1)/ min{d’ — k,0} and N € N we
have the following:

BPHZ
EX 70 sisinram o) So5man Chy

P

sBPHZ
E[HY]{? ||p —1+6+K/2,0 ;g ] §6,5’,H,o',p CEPPHZkaN
Bpp (RY)

and
BPHZ BPHZ,
E[HXEZJ - Xff ) ||pB;f’+6+m/2,a(Rd)] §6,5’,m07p Cl]?pPHZ [egpPHZ (5> + EEPHZ (5)]7

E[“Y]{’?;BPHZ _ Y]?BPHZ,E

];;;”m/?»"(md)] 6.8 k)20 CEpPHZQkpN [EEI?HZ@) + EBPHZ(‘E)]‘
Proof. Set & := ZBPHZ_1In the proof, we drop superscripts for BPHZ. The natural
numbers k, [,y depend only on .7 and they vary from line to line. We will not write down
the dependence on .7, 6, §_, p, o. Recall the notation ¥ from (78).

Suppose we are given a modelled distribution f € D)(.7, %) with a« < 0 < 7. We
decompose
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(Rf, 220
= (Rf — Hynp f(27"m), 220 bt 4 (Tlgnyy f(27m), 274207 2y

Using (93), the first term is bounded by a constant times

2_m”|f”|7;3(2’"m,l)|||QF|”7;B(2’"WJ)'

To estimate the second term, consider the basis expansion
= Z as(x)o
ag

One has |a,(27"m)| < || f|l+;5@-nm,) and
|<H2_”m07 2nd/2qj%G>Rd‘ S/ 27na”|"@p“|’Y§B(2_nm7l)'

Therefore,
(RF, 220N ga| < 27 flllsme-nmp | Z s Be-nmp- (108)

Applying the estimate (108) to X and Y y, by Proposition A.13, we get

HXHP 72+5+K/2 o

(R4)
< D02 N, 7 P I iy 12 W oy
neNg GeG™,mezd
||YN ”2};11]—‘—6+K,/270'(Rd)
DD R SRR ety [ 2N A, 2 a—"
neNy GeGn,mez?

To estimate || X || ,—2+5+r/2.0 we use Lemma C.8 and stationarity to obtain
p,p

(R4)?

B0 s1aimmga) S 22 27O 3T wo 27 mPE(L+ 12 is00) )

neNg GeGnrmezd

Since

> we(27m)P S /Rd(1 +27"2*) % do = 27w, |1 gay,

meZd

and by Lemma C.23 and by Lemma C.24
E[(1+ 12 l:500)"] < Cip
for some k' € N, we conclude

BIIXI sesnenr ) S CEP2

(Re)! ~ kP

The estimate of Yy is similar by using Lemma C.25. The estimates of the differences can
be proved similarly by using [34, (3.4)]. ]
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Proof of Theorem 3.9. The claim on the convergence follows from Proposition C.26 and by
applying Besov embeddings: Observe that W27~ = Gy « X277 = Gy « X = W§,
(see Definition C.9) and Y3 = Y7 e by Proposition C.21.

To show (16), let p € 2N be such that d/p < /2. By Proposition C.26 and the Besov
embedding, for some k&’ € N,

jBPHZ

E[HY:/Z)BPHZ pk/N.

”c 146,0 Rd)] ~D,0,0 [H H —1+6+d/p,cr(Rd)] Sp,é,n,o

Therefore, if k > &/,

BPHZ
Z 2” kpNE[HYg Hc 1+60(Rd)] < 0. u
NeN
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