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Abstract

Pure quantum mechanics can be formulated as a Hamiltonian system in terms
of the Liouville equation for the density matrix. Dissipative effects are modeled
via coupling to a macroscopic system, where the coupling operators act via com-
mutators. Following Öttinger (2010) we use the GENERIC framework to construct
thermodynamically consistent evolution equations as a sum of a Hamiltonian and a
gradient-flow contribution, which satisfy a particular non-interaction condition:

q̇ = J(q)DE(q) + K(q)DS(q).

We give three applications of the theory. First, we consider a finite-dimensional
quantum system that is coupled to a finite number of simple heat baths, each
of which is described by a scalar temperature variable. Second, we model quan-
tum system given by a one-dimensional Schrödinger operator connected to a one-
dimensional heat equation on the left and on the right. Finally, we consider thermo-
opto-electronics, where the Maxwell-Bloch system of optics is coupled to the energy-
drift-diffusion system for semiconductor electronics.

1 Introduction

A fundamental problem in nano-science is a consistent coupling of quantum mechanics
with effects on larger scales, see [KW∗11] for the modeling of lasers based on quantum-
dot layers. In particular, one is interested in combining quantum and continuum me-
chanical models with dissipative effects in such a way that the fundamental axioms of
thermodynamics and quantum mechanics are still satisfied. We follow [Ött10, Ött11] in
modeling the coupling between classical dissipative systems and reversible quantum sys-
tems formulated in terms of the Liouville equation for the density matrix. The basis is
the theory of GENERIC systems, which stands for the acronym General Equations for
Non-Equilibrium Reversible Irreversible Coupling and which was developed earlier under
the name metriplectic system, see [Mor86] and [BMR13, Sect. 15.4] for the history.

A GENERIC system is a quintuple (Q,E, S, J,K) with state space Q, total energy
E : Q→ R and total entropy S : Q→ R. The evolution equation reads

q̇ = J(q)DE(q) + K(q)DS(q), (1.1)

which displays an additive split into a Hamiltonian part J(q)DE(q), where J is a Poisson
structure, and a dissipative part K(q)DS(q), where the Onsager operator K satisfies K =
K∗ ≥ 0. GENERIC systems are thermodynamically correct in the sense that the total
energy E is preserved while the total entropy S is nondecreasing. This is guaranteed by
the central non-interaction conditions

(NIC) J(q)DS(q) ≡ 0 and K(q)DE(q) ≡ 0. (1.2)

The evolution of the quantum mechanical system on a Hilbert space H will be de-
scribed in terms of the density matrix ρ ∈ R := { ρ ∈ L1(H) | 0 ≤ ρ = ρ∗, tr ρ = 1 }
and the Liouville equation ρ̇ = i

~ [ρ,H], where H = H∗ is the Hamiltonian. Following

[Ött10, Ött11] we couple this quantum system to the dissipative system ż = Kdi(z)DSdi(z)
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using observables Qm = Q∗m as coupling operators. In Section 2.4 we show that

ρ̇ = 
[
ρ,H

]
−

M∑

m=1

([
Qm , kB[Qm, ρ] + Cρ[Qm,Bm(z)DSdi(z)]

])
,

ż = Kdi(z)DSdi(z) +
M∑

m=1

B∗m(z)
[
Qm , kB[Qm, ρ] + Cρ[Qm,Bm(z)DSdi(z)]

]
(1.3)

with KdiDEdi ≡ 0 and BmDEdi ≡ H for m = 1, ...,M is a GENERIC system for

E(ρ, z) = tr(ρH) + Edi(z) and S(ρ, z) = −kB tr(ρ log ρ) + Sdi(z).

The crucial mathematical structure in our theory of the so-called canonical correlation
operator Cρ : L∞(H)→ L1(H) given by

CρA :=

∫ 1

0

ρsAρ1−sds and C−1
ρ B =

∫ ∞

0

(ρ+sI)−1B(ρ+sI)−1 ds,

see [Gra82, Ött10, Ött11] for its justification via fluctuation theory. The inverse C−1
ρ

is called the Bogoliubov-Kubo-Mori metric, cf. [Str96, MPA00]. There is a strong rela-
tion between the von Neumann entropy and Cρ encoded in the fundamental commutator
relations [

CρA, log ρ
]

=
[
A, ρ] = Cρ

[
A, log ρ

]
, (1.4)

for all A = A∗ and ρ ∈ R. Recall DρS = −kB log ρ and note that D2
ρS = C−1

ρ , see
[MPA00, CaM12]. The continuity of ρ 7→ Cρ is proved in [Mie13, Prop. 21.2], see (2.18).

In Section 2 we give the basic features of GENERIC system, introduce the relevant
notation for quantum systems, and describe the general principles of coupling in terms of
commutators [Qm, · ] with coupling operators and the canonical correlation operator. In
Section 3 we consider the finite-dimensional model that is obtained by assuming dimH <
∞ and z = (θ1, ..., θM) ∈ ]0,∞[M . We give a short overview of the results of [Mie13].

In Section 4 we discuss a quantum dot described by a one-dimensional Schrödinger
operator that is coupled to a left and a right reservoir described by a heat equation. Here
we also address the question of the existence of non-equilibrium steady states, which arises
if the specific heat of the reservoirs tends to infinity. We also conjecture suitable formulas
for the flux through the quantum dot if the temperature of the two reservoirs is different.

Section 5 is devoted to thermo-opto-electronics, which couples the Maxwell-Bloch
system for optics in a crystal with polarization to the semiconductor equations for tem-
perature and drift-diffusion for the charge carriers. The former is a Hamiltonian system
(cf. [JMR00, Dum05]), while the latter was shown to be a gradient system in [Mie11b].
See [BKM14] for the full details.

2 Coupling of quantum and dissipative mechanics

We first introduce the notion of GENERIC systems and then specify to the case where
the underlying Hamiltonian system is given by a quantum mechanical system. In Section
2.4 we introduce the Kubo-Mori metric on density matrices, which provides a canonical
way of defining dissipation in quantum systems.
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2.1 The GENERIC framework

The framework of GENERIC was introduced by Morrison [Mor86] under the name metriplec-
tic systems, see [BMR13, Sec. 15.4] for an outline of these early developments. In [GrÖ97,
ÖtG97] Öttinger and Grmela introduced the name GENERIC to emphasize the thermo-
dynamical modeling aspects that were relevant for their applications in fluid mechanics.
A more mathematical formulation is given in [Mie11a], where applications to thermo-
plasticity are developed. A survey on the modeling aspects of GENERIC and various
applications will be presented in [MiT14]. Our subsequent discussion is mainly based on
the quantum mechanical papers [Ött10, Ött11].

A GENERIC system is a quintuple (Q,E, S, J,K), where the smooth functionals E and
S on the state space Q denote the total energy and the total entropy, respectively. More-
over, Q carries two geometric structures, namely a Poisson structure J and a dissipative
Onsager structure K, i.e., for each q ∈ Q the operators J(q) and K(q) map the cotangent
space T∗qQ into the tangent space TqQ. The evolution of the system is given as the sum
of the Hamiltonian part J(q)DE(q) and the gradient-flow K(q)DS(q), namely

q̇ = J(q)DE(q) + K(q)DS(q). (2.1)

The basic conditions on the geometric structures J and K are the symmetries

J(q) = −J(q)∗ and K(q) = K(q)∗ (2.2)

and the structural properties

J satisfies Jacobi’s identity,

K(q) is positive semi-definite, i.e., 〈ξ,K(q)ξ〉 ≥ 0.
(2.3)

Here, Jacobi’s identity for J holds, if

〈η1,DJ(q)[J(q)η2]η3〉+ 〈η2,DJ(q)[J(q)η3]η1〉+ 〈η3,DJ(q)[J(q)η1]η2〉 = 0 for all ηj ∈ T∗qQ.

The central condition states that the energy functional does not contribute to dissipative
mechanisms and that the entropy functional does not contribute to reversible dynamics,
which is the following non-interaction condition:

(NIC) ∀ q ∈ Q : J(q)DS(q) = 0 and K(q)DE(q) = 0. (2.4)

Of course, the structure of GENERIC is geometric in the sense that it is invariant under
coordinate transformations, see [Mie11a, MiT14]. The first observation is that (2.3) and
(2.4) imply energy conservation and entropy increase:

d

dt
E(q(t)) = 〈DE(q), q̇〉 = 〈DE(q), JDE + KDS〉 = 0 + 0 = 0, (2.5)

d

dt
S(q(t)) = 〈DS(q), q̇〉 = 〈DS(q), JDE + KDS〉 = 0 + 〈DS,KDS〉 ≥ 0. (2.6)

Of course, to guarantee energy conservation and positivity of the entropy production one
needs much less than the two conditions (2.3) and (2.4).

However, the maximum entropy principle really relies on (2.4). It states that a max-
imizer q∗ of S subject to the constraint E(q) = E0 is an equilibrium of (2.1), the so-
called thermodynamic equilibrium for the given energy. Indeed, if q∗ maximizes S under
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the constraint E(q) = E0, then we obtain a Lagrange multiplier λeq ∈ R such that
DS(q∗) = λ∗DE(q∗). Since DS(q) 6= 0 for all q (e.g. by ∂θS > 0), we have λ∗ 6= 0 and
conclude J(q∗)DE(q∗) = 1

λeq
J(q∗)DS(q∗) = 0 and K(q∗)DS(q∗) = λeqK(q∗)DE(q∗) = 0,

where we have used the NIC (2.4). Vice versa, every steady state q∗ of (2.1) satisfies

J(q∗)DE(q∗) = 0 and K(q∗)DS(q∗) = 0. (2.7)

Thus, in a steady state there cannot be any balancing between reversible and irreversible
forces, both have to vanish independently.

To show (2.7) we simply recall the entropy production relation (2.6), which implies
〈DS(q∗),K(q∗)DS(q∗)〉 = 0 for any steady state. Since K(q∗) is positive semidefinite, this
implies the second identity in (2.7). The first identity then follows from q̇ ≡ 0 in (2.1).

2.2 Quantum mechanics

The quantum mechanical system is described by states in a complex Hilbert spaceH with
scalar product 〈 · | · 〉 and a Hamiltonian (operator) H : D(H)→H , which is assumed to
be selfadjoint and semi-bounded, namely

∃hmin ∈ R ∀ψ ∈ D(H) : 〈Hψ|ψ〉 ≥ hmin‖ψ‖2.

The associated Hamiltonian dynamics is given via the time-dependent Schrödinger equa-
tion ψ̇ = −Hψ, where  = i

~ , which has the solution ψ(t) = e−tHψ(0).
We denote by Lp(H) the Banach space of compact operators A from H into itself

with norm ‖A‖p :=
(∑∞

j=1 σj(A)p
)1/p

, where σj is the jth singular value of A, see [GoK69,

Ch. III]. Moreover, L∞(H) is the set of bounded linear operators. On L1(H) the trace
operator tr : L1(H) → C, A 7→ ∑∞

j=1〈Aφj|φj〉 is well-defined, where {φj | j ∈ N } is an
arbitrary complete orthonormal system in H . Using the dual pairing

〈〈A ‖B 〉〉 := tr(AB∗), where tr(ψ⊗φ) = 〈ψ|φ〉,

we see that L2(H) is a Hilbert space. By L
p
S(H) we denote the subspace of symmetric

bounded linear operators in Lp(H). The coupling of a quantum system to a macroscopic
one can be described using the density matrices

ρ ∈ R := { ρ ∈ L1(H) | ρ = ρ∗ ≥ 0, tr ρ = 1 } ⊂ L1
S(H).

Each ρ ∈ R has the representation ρ =
∑∞

j=1 rj ψj ⊗ψj, where rj ≥ 0,
∑∞

1 rj = 1, and
{ψj | j ∈ N } is an orthonormal set. The evolution of ρ is given via the Liouville equation

ρ̇ = [ρ,H], where [ρ,H] := ρH−Hρ. (2.8)

Below we will use the von Neumann entropy

Sqm(ρ) = −kB〈〈 ρ ‖ log ρ 〉〉 = −kB tr(ρ log ρ) = −kB

∑∞
j=1 rj log rj, (2.9)

which remains constant along the solutions ρ of the Hamiltonian system (2.8).
Defining Q = R, Eqm(ρ) = tr(ρH), Jqm(ρ) = [ρ,�] (where “�” indicates the place to

insert the argument), and Kqm ≡ 0, we see that (2.8) is given by the purely Hamiltonian
GENERIC system (R,Eqm, Sqm, Jqm, 0).
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2.3 General coupling of QM to dissipative models

We consider an additional variable z ∈ Z which is driven by a a gradient flow

ż = Kdi(z)DSdi(z), where Kdi(z) = Kdi(z)∗ ≥ 0. (2.10)

We call such systems Onsager systems, because of Onsager’s fundamental contributions
in [Ons31, Part II, (1.11)], where the symmetry Kdi(z) = Kdi(z)∗ was derived, see also
[OnM53, eqns. (2-1) to (2-4)], where it is stated that (2.10) is the universal form for many
physical systems close to (local) equilibrium such as Ohm’s law, Fick’s law, heat flow, etc.
We assume that (2.10) preserves an energy Edi via the condition Kdi(z)DEdi(z) ≡ 0.

Following [Ött10, Ött11] we couple the above quantum system to the Onsager system
in the GENERIC framework by setting Q = R × Z and using an additive split of the
energy and the entropy:

E(ρ, z) = 〈〈H(z) ‖ ρ 〉〉+ Edi(z) and S(ρ, z) = −kB〈〈 ρ ‖ log ρ 〉〉+ Sdi(z).

In the general case, the Hamiltonian H may depend on the dissipative variable z (see e.g.
(5.1) and (5.3)), but for the moment we assume that H is independent of z. We obtain
the thermodynamic driving forces
(
µ̃

ζ̃

)
= DE(ρ, z) =

(
H

DzEdi(z)

)
,

(
µ

ζ

)
= DS(ρ, z) =

(
DρSqm(ρ)

DzSdi(z)

)
=

(−kB log ρ

DSdi(z)

)
.

Since z is a totally dissipative variable, the coupled Poisson structure J reads

J(ρ, z) =

(
Jqm(ρ) 0

0 0

)
=

(
[ρ, � ] 0

0 0

)
, (2.11)

and using [ρ, log ρ] ≡ 0 we see that (NIC)1 (i.e. JDS ≡ 0) is satisfied.
The Onsager operator K of the coupled system is the sum of Kdi and a dissipative

coupling between the variables ρ and z. We will write it in terms of the dual entropy-
production potential R∗(ρ, z, µ, ζ) = 1

2
〈
(
µ
ζ

)
,K(ρ, z)

(
µ
ζ

)
〉. Using K ≥ 0 it is easy to see

(NIC)2 ⇐⇒ R∗(ρ, z,DE(ρ, z)) = R∗(ρ, z,H,DEdi(z)) ≡ 0.

As in [Ött10, Ött11] we assume that the quantum system can only couple to the
dissipative macroscopic system via observables, which are given by commutators with
symmetric bounded linear operators Q(z) ∈ L∞S (H). Hence, a possible form for R∗ is

R∗(ρ, z, µ, ζ) =
1

2
〈ζ,Kdi(z)ζ〉+

1

2

M∑

m=1

∣∣∣∣∣∣[Qm(z), µ−Bm(z)ζ]
∣∣∣∣∣∣2

Cm(ρ,z)
,

where Bm(z) is a linear operator from T∗zZ to self-adjoint operators on H such that
Bm(z)DEdi(z) ≡ H. The norms

∣∣∣∣∣∣ ·
∣∣∣∣∣∣

C
are given via

∣∣∣∣∣∣A
∣∣∣∣∣∣

C
:= 〈〈CA ‖A 〉〉1/2 = ‖C1/2A‖2,

where the super-operators Cm(ρ, z) is symmetric and positive semidefinite on L2(H)
(where super-operators are linear operator on Lp(H)). Using the notation KQ

CA :=
[Q∗,C[Q,A]] we can write the Onsager operator K in the form

K(q) =

(
0 0
0 Kdi(z)

)
+

M∑

m=1

(
KQm

Cm
−KQm

Cm
Bm(z)

−B∗m(z)KQm
Cm

B∗m(z)KQm
Cm

Bm(z)

)
. (2.12)
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The above assumptions guarantee that (R,E, S, J,K) provides a GENERIC system.
The evolution equations for q = (ρ, z) are the coupled system

ρ̇ = [ρ,H]−
M∑

m=1

KQm(z)
Cm(ρ,z)

(
kB log ρ+Bm(z)DSdi(z)

)
,

ż = Kdi(z)DSdi(z) +
M∑

m=1

B∗m(z) KQm(z)
Cm(ρ,z)

(
kB log ρ+Bm(z)DSdi(z)

)
.

(2.13)

2.4 The Kubo-Mori metric

In [Gra82, Ött11, Mie13] it is argued that the dissipative super-operators Cm should be
given by the canonical correlation operator Cρ, which associates with the density matrix
ρ ∈ R in the following way:

Cρ :

{
L∞(H) → L1(H),

A 7→
∫ 1

0
ρsAρ1−sds.

(2.14)

By ρ = ρ∗ one has (CρA)∗ = Cρ(A
∗), and if ρ =

∑
rjψj ⊗ψj, then

CρA =
dimH∑

j,k=1

Λ(rj, rk)〈Aψk|ψj〉ψj ⊗ψk and 〈〈CρA ‖A 〉〉 =
dimH∑

j,k=1

Λ(rj, rk)
∣∣〈Aψk|ψj〉

∣∣2

(2.15)

with Λ(a, b) =
∫ 1

0
asb1−sds. In particular, Cρ is symmetric and positive semidefinite:

〈〈CρA ‖B 〉〉 = 〈〈A ‖CρB 〉〉 and 〈〈CρA ‖A 〉〉 ≥ 0.

Hence, Cρ induces the scalar product 〈A,B〉ρ := 〈〈CρA ‖B 〉〉, which is called the canonical
correlation between A and B for the given state ρ in [KTH91, Ött11].

For ρ > 0 and dimH <∞ the operator Cρ is invertible, namely

GρA := C−1
ρ A =

∫∞
0

(ρ+sI)−1A(ρ+sI)−1 ds, (2.16)

which can be derived from (2.15) using 1/Λ(a, b) =
∫∞

0

(
(a+s)(b+s)

)−1
ds. The super-

operator Gρ defines the Bogoliubov-Kubo-Mori metric on the set of density matrices as
follows, see [Pet94, MPA00].

For us, the most important fact is the connection to the von Neumann entropy Sqm,
see (2.9). In fact, Gρ can be identified by its Hessian up to the factor −kB, namely
〈〈A ‖D2Sqm(ρ)B 〉〉 = −kB〈〈A ‖GρB 〉〉. In particular, we will heavily use the identities

[
CρA, log ρ

]
=
[
A, ρ] = Cρ

[
A, log ρ

]
, (2.17)

which go back to [Kub66], play an important role in the field of dissipative effects in
quantum mechanics and manifest the relation between the von Neumann entropy Sqm

and the canonical correlation operator Cρ. See [Mie13, Prop. 21.1] for a simple proof
and [CaM12, Lem. 3.1], where a general calculus for operator functions is developed.
(These identities generalize the differential identity v∇(log v) = ∇v, which is crucial for
the entropic gradient formulation of the Fokker-Planck equation, see [Ott01] and [Mie13,
Sect. 21.7] for a comparison of the different gradient structures.)

6



In addition, [Mie13, Prop. 21.2] provides the continuity of Cρ in the form

‖Cρ1A−Cρ2A‖1 ≤ ω
(
‖ρ1−ρ2‖1
‖ρ1‖1+‖ρ2‖1

)(
‖ρ1‖1+‖ρ2‖1

)
‖A‖∞, ω(ν)=2 1−ν

| log ν| . (2.18)

We emphasize that R 3 ρ 7→ Cρ ∈ Lin(L∞S (H),L1
S(H) is continuous, if R is equipped

with the norm of L1
S(H).

If we specialize the general coupled system (2.13) by choosing all Cm equal to Cρ, as

suggested in [Ött11], we can use the identities (2.17) which yields KQ
Cρ

log ρ =
[
Q, [Q, ρ]

]
,

where the right-hand side is continuous. Thus, the singularity in log ρ and the nonlinearity
of Cρ interact in a nice way to give rise to a linear and hence continuous term. Hence,
(2.13) takes the form (where we dropped the dependence of Qm on z for simplicity):

ρ̇ = 
[
ρ,H

]
−

M∑

m=1

([
Qm , kB[Qm, ρ] + Cρ[Qm, Gm(z)]

])
,

ż = Kdi(z)DSdi(z) +
M∑

m=1

B∗m(z)
[
Qm , kB[Qm, ρ] + Cρ[Qm, Gm(z)]

]
,

(2.19)

where Gm(z) := Bm(z)DSdi(z). We see the analogy to the so-called Lindblad equations

ρ̇ = [ρ,H]− kB

M∑

m=1

[
Qm, [Qm, ρ]

]
,

where the double bracket terms generate the dissipation, see e.g. [Gra82, Lin76, Arn08].
The most important feature of this system is that the singular term log ρ in the right-

hand side has disappeared. Under suitable further assumptions the right-hand side forms
a continuous vector field, which wasn’t the case for (2.13).

3 A finite-dimensional model with simple heat baths

In this section we consider a finite-dimensional version of the general coupled system
developed above. We will summarize the results obtained in [Mie13, MiN14].

This model is a special case of system (2.19) by assuming that H = Cn and that the
dissipative variable z consists of the absolute temperatures θ = (θ1, . . . , θM) ∈ ]0,∞[M =:
ZM of the simple heat baths, where “simple” means that the state of the heat bath is
determined by a single value θj > 0 for the absolute temperature. Thus, (2.19) reduces
to an ODE with dimension n2 − 1 +m.

While the Poisson structure J on Q := Rn × ZM is given by (2.11), we still have to
specify the energy, the entropy, and the Onsager operator. We assume that the mth heat
bath has the constant specific heat cm > 0, then we have

E(ρ, θ) = tr(ρH) +
M∑

m=1

cmθm and S(ρ, θ) = −kB tr(ρ log ρ) +
M∑

m=1

cm log(θm/θ0),

where θ0 > 0 is an arbitrary reference temperature. Choosing Cm = Cρ, the Onsager
operator K in (2.12) is fixed by specifying Bm : RM → Cn×n

S . We take

Bm(τ1, ..., τM) =
τm
cm
H,

7



which highlights the fact that Qm couples the quantum system to the mth heat bath.
Using DθmS(ρ, θ) = cm/θm we also find Bm(z)DzS(ρ, z) = H as desired for (NIC)2. Hence,
we define the dual entropy-production potential R∗ via

R∗(ρ, θ;µ, τ) = 1
2

∑M
m=1

∣∣∣∣∣∣[Qm, µ− τm
cm
H]
∣∣∣∣∣∣2

Cρ
+ 1

2
τ · κ(θ)τ.

A typical choice for κ(θ) ∈ RM×M
S is given by τ · κτ =

∑M−1
m=1

∑M
l=m+1 κ̃ml(θ)

(
τm
cm
− τl
cl

)2
,

where the non-negative coefficients κ̃ml(θ) give the direct heat transfer between the heat
baths m and l.

Setting K(ρ, θ) = D2
µ,τR

∗(ρ, θ, 0, 0) the quintuple (Rn×ZM ,E, S, J,K) defines a GENERIC
system which generates the following coupled system:

ρ̇ = [ρ,H]−
M∑

m=1

[
Qm , kB[Qm, ρ] +

1

θm
Cρ[Qm, H]

]
, (3.1a)

θ̇m =
1

cm

n∑

l=1

κml(θ)
cl
θl

+
1

cm
〈〈 kB[Qm, ρ]+

1

θm
Cρ[Qm, H] ‖ [Qm, H] 〉〉. (3.1b)

Choosing κml(θ) = κ̂mlθmθl makes the first term in (3.1b). This choice is used in [GlM13]
to model linear interface conditions in heterostructures using gradient structures.

Since dimH = n <∞ the right-hand side of (3.1) is analytic in the interior of Q, i.e.
in int R×]0,∞[M , while it is continuous on Q. Hence, solutions starting in the interior are
unique as long as they stay in the interior. Even for this ODE model the global existence
theory is not completely trivial. We observe that all temperatures stay bounded by energy
and entropy estimates. Indeed, using H ≥ hoI and tr ρ = 1 we have the upper bound

cmθm(t) ≤
M∑

l=1

clθl(t) ≤ E(ρ(t), θ(t)− h0 = E(ρ(0), θ(0))− h0 =: e∗.

Using the entropy we find a lower bound via

S(ρ(0), θ(0)) ≤ S(ρ(t), θ(t)) ≤ kB log n+
M∑

l=1

cl log(θl(t)/θ0)

≤ kB log n+
∑

l 6=m
cl log

(
e∗/(clθ0)

)
+ cm log(θm(t)/θ0).

Since Rn is compact, we find that the solution (ρ(t), θ(t)) stays in a compact set. More-
over, the vector field defined in (3.1) is uniformly continuous on this compact set, see
(2.18) for the continuity of ρ 7→ Cρ. Hence, a solution could only cease to exist by leaving
the compact domain through the boundary of Rn. However, using the method developed
for [Mie13, Thm. 21.3] it can be shown that this is not possible. Hence global existence
follows, see [MiN14] for more details.

In [Mie13, Sect. 21.6] the case of one heat bath is analyzed further. In that case the
single temperature θ = θ1 can be eliminated by using energy conservation E(ρ, θ) = E0 in
the form θ = (E0 − tr(ρH))/c. Allowing for L coupling operators Ql connecting to one
simple heat bath we arrive at the following equation for ρ alone:

ρ̇ = [H, ρ]− kB

L∑

l=1

[
Ql, [Ql, ρ]

]
+

c

E0 − tr(ρH)

L∑

l=1

[
Ql,Cρ[Q

l, H]
]
. (3.2)
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Global existence of solutions is established in [Mie13, Thm. 21.3]. The question of unique-
ness of solutions remains still open, since non-uniqueness may occur, when solutions touch
the boundary of Rn. Additional assumptions guarantee that the thermodynamic equi-
librium ρeq = 1

Z(E0)
e−β(E0)H is the only equilibrium and that all solutions decay to this

equilibrium for t→∞. Defining

µ(Q) := inf{ fQ(ψ, φ) | |ψ| = |φ| = 1, 〈ψ|φ〉 = 0 } where fQ(ψ, φ) =
L∑

l=1

|〈Qnψ|φ〉|2,

the following result was established in [Mie13, Thm. 21.4].

Theorem 3.1 Assume that(3.2) satisfies µ(Q) > 0 and the commutator condition

(
A ∈ L2

S(H) and ∀ l = 1, ..., L: [Qn, A] = 0
)

=⇒ ∃α ∈ R: A = αI. (3.3)

Then, all solutions ρ : [0,∞[→ R of (3.2) satisfy ρ(t)→ ρeq.

4 A quantum dot coupled to heat equations

We consider a one-dimensional system consisting of a left reservoir and a right reservoir
that are coupled to a quantum system modeling a quantum dot (QD). Our aim is to
model the energy exchanges between the QD and the two reservoirs. In particular, energy
can flow from one reservoir into the other only through the QD.

4.1 QD with two reservoirs

The two reservoirs are contained in the domain Ω = Ω+ ∪ Ω− with Ω± = ±]`1, `3[. We
use the absolute temperature θ : Ω→ ]0,∞[ to describe the local state of the heat bath.

The quantum system is defined on the Hilbert space H := L2(Ωqm) with Ωqm :=
]−`2, `2[, where 0 < `1 ≤ `2 � `3. We decompose this space into a subspace where
the coupling may occur and the space where the quantum system is left free, namely
H = Hcoup × Hfree with Hcoup = L2(Ωcoup), Hfree = L2(Ωfree), Ωfree = [−`1, `1], and
Ωcoup = Ωqm\Ωfree. For the Hamiltonian operator H we consider the Schrödinger operator
Hψ = − 1

2m
Ψ′′ + V ψ with a smooth potential V and boundary conditions ψ′(±`2) = 0.

The total energy E and the total entropy S are given by

E(ρ, θ) = tr(Hρ) +

∫

Ω

c(x)θ(x)dx and S(ρ, θ) = −kB tr(ρ log ρ) +

∫

Ω

c(x) log(θ(x)/θ0)dx.

While the Poisson structure J is given by the standard Lie-Poisson structure (2.11), we
have to specify the Onsager structure in more detail. It contains the heat conduction as
well as the interaction of the quantum system and the heat baths. We define it in terms
of the dual dissipation potential

R∗(ρ, θ, µ, τ) =

∫

Ω

k(θ)

2

∣∣∣∇
(θ
c

)∣∣∣
2

dx+
M∑

m=1

∣∣∣∣∣∣[Qm, µ− Bm

(τ
c

)]∣∣∣∣∣∣2
Cρ
,
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where Qm ∈ L∞(Hcoup), m = 1, ...,M , are the coupling operators. For every m ∈ m =
1, ...,M we need a linear mapping Bm from L2(Ω) into the self-adjoint operators on H
such that Bm1 = H, e.g. a possible choice would be

BAv := − 1

2m
div
(
v̂∇ψ

)
+ v̂V ψ, where v̂(x) =

{
v(x) for x ∈ Ω,

affine interpolation for x ∈ [−`1, `1].

The adjoint operators B∗m : L2
S(H) → L2(Ω) are defined as usual, i.e. tr((Bmv)A) =∫

Ω
v(B∗mA)dx for all A.
Obviously, we have R∗(ρ, θ,DE(ρ, θ)) = 0 as desired and, hence, have a GENERIC

system after defining the Onsager operator K(ρ, θ) = D2
(µ,τ)R

∗(ρ, θ, 0, 0). To highlight the
interactions between the quantum system and the heat bath we write the equations for
the coupled system explicitly:

ρ̇ = [H, ρ]−
M∑

m=1

(
kB

[
Qm, [Qm, ρ]

]
+
[
Qm,Cρ[Qm,Bm(1/θ)]

])
,

cθ̇ = − div
(
k(θ)∇(1/θ)

)
+

M∑

m=1

B∗m
[
Qm, kB[Qm, ρ]+Cρ[Qm,Bm(1/θ)]

]
,

0 = ∂xθ(x) for x ∈ ∂Ω = {−`3,−`1, `1, `3}.

(4.1)

4.2 QD with one left and one right coupling

We now simplify the above model to highlight its structure more clearly. For this we mak-
ing particular choices, namely M = 2 such that Q− = Q1 couples to the left reservoir and
Q+ = Q2 couples to the right. In particular, we assume Q± = g±⊗ g± with supp(g±) ⊂
±[`1, `2] and g± ∈ H2

0(Ωcoup) such that Hg± lies in L2(Ω) and [Q±, H] ∈ L2
S(H). Finally,

we choose B± as simple as possible, namely

B±(v) = [[v]]±H with [[v]]± =
1

`2 − `1

∫

±[`1,`2]

v(y)dy,

where in the case `1 = `2 the value [[v]]± can be interpreted as a point evaluation v(±`1).
Hence, B+ sees the average temperature on the right coupling region, while B− that on
the left. In particular, the adjoints B∗± are simple as well, namely B∗±Q = 11±[`1,`2] tr(QH),
where 11S denotes the indicator function for the set S.

With these choices (4.1) takes the more specific form

ρ̇ = [H, ρ]−
∑

α∈{+,−}

(
kB

[
Qα, [Qα, ρ]

]
+ [[1/θ]]α

[
Qα,Cρ[Qα, H]

])
,

cθ̇ = div
(k(θ)

θ2
∇θ
)

+
∑

α∈{+,−}

11α[`1,`2]

`2 − `1

tr
(

[Qα, H]
(
kB[Qα, ρ] + [[1/θ]]αCρ[Qα, H]

))
,

(4.2)

plus the same boundary conditions for θ as in (4.1). In (4.2) we nicely see the coupling
between the heat equation and the quantum system: the dissipative terms in the quan-
tum system give rise to a source term in the heat equation. The GENERIC structure
guarantees that the energy remains constant, while the entropy increases.
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4.3 Non-equilibrium steady states and fluxes

The above model allows us to study non-equilibrium steady states (NESS) by assuming
that the reservoirs are huge. Mathematically we realize this by making the specific heat
c very large, namely c = 1/ε for ε ↘ 0. For a fix ε we still expect that all solutions
(ρ, θ) will converge to the thermodynamic equilibrium. However, starting from initial

conditions (ρ, θ), where θ(x) = θ̂± for x ∈ ±[`1, `3], one expects that ρ decays to an
equilibrium on a time-scale of order 1 (relative to ε), while the temperatures only change
with a rate proportional to ε. Hence, we can formulate a nonlinear equation for the NESS
ρ̂ as follows:

0 = [H, ρ̂]−
∑

α∈{+,−}

(
kB

[
Qα, [Qα, ρ̂]

]
+

1

θ̂α

[
Qα,Cbρ[Qα, H]

])
. (4.3)

Here the NESS ρ̂ is the only unknown, since the temperatures θ̂+ and θ̂− are given.
The heat equation is no longer part of the problem, however it allows us to calculate

the energy flux through the quantum system. The energies in the left and the right
reservoirs are given by

∫
±[`1,`3]

1
ε
θ(x) dx. Taking the time derivative of these terms and

inserting the heat equation we obtain the flux from the left to the right reservoir by

F(θ̂−, θ̂+) := F+(θ̂−, θ̂+)− F−(θ̂−, θ̂+)

with F±(θ̂−, θ̂+) := tr
(

[Q±, H]
(
kB[Q±, ρ̂] +

1

θ̂±
Cbρ[Q±, H]

))
,

(4.4)

where the NESS ρ̂ is a function of (θ̂−, θ̂+). The term div
(
k∇(1/θ)

)
does not contribute

to the flux terms F±, because of the no-flux boundary conditions. It is interesting to see
that the non-equilibrium flux does not depend on the choice of the operators B±.

For θ̂± = θ∗ one obtains the thermodynamical equilibrium ρ̂ = ρeq = 1
Z

e−βH with

β = 1/(kBθ). Assuming θ̂ = θ∗±δ it should be possible to calculate ρ̂(δ) = ρeq+δσ+O(δ2)
and to find an expansion for the non-equilibrium flux F(θ∗−δ, θ∗+δ) = δF1 +O(δ2), where
we expect that F1 can be related to the Landauer-Büttiker theory, see e.g. [CNZ09].

5 Thermo-opto-electronic models for semiconductors

The coupling of quantum systems to classical opto-electronic systems is common practice
in the modeling of laser devices, if the optically active zones are based on quantum wells or
quantum dots, see e.g. [KW∗11]. Fully quantum mechanical models as in [NWZ13] cannot
be used because of the macroscopic complexity of real semiconductor devices. Hence, such
models have to consist of two subparts that are typically considered independently. On
the one hand the drift-diffusion equation for the charged particles (usually free electrons
and holes in a semiconductor crystal) and the heat equation form a parabolic system
that can be written as a gradient system q̇ = K(q)DS(q), see [Mie11b]. On the other
hand the Maxwell-Bloch system for the electromagnetic fields and the polarization form
a hyperbolic system that is mostly treated as an energy conserving Hamiltonian system
which contains a quantum model, see [JMR00, Dum05]. We present the main results of
[BKM14], which show that both models can be coupled via GENERIC.
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5.1 The Maxwell-Bloch equation as Hamiltonian system

Finally, we present an example of a coupling between a quantum system and a classical
system, where the quantum system is distributed in the whole crystal, but this time it is
described by a finite-dimensional Hilbert space H = Cn on each material point x in the
domain Ω ⊂ R3. We assume that there is no coupling between the different points, which
is a good approximation for certain polarizations of an optically active crystal.

To introduce the notation we start with Maxwell’s equations in the vacuum R3 by
considering the dielectric displacement D and the magnetic flux B as the basic fields:

Ḋ = curlH , Ḃ = − curlE, divD = 0 = divB

with conserved total energy EM(D,B) =
∫

R3
1

2ε0
|D|2 + 1

2µ0
|B|2 dx, electric field E =

DDEM(D,B) = 1
ε0
D, and magnetic field H = DBEM(D,B) = 1

µ0
B.

The Maxwell-Bloch system is a combination of the Maxwell equations and an n-
level quantum system at each material point x ∈ Ω described by the density matrix
ρ(t, x) ∈ Rn := R ∩ Cn×n

Herm. This quantum system contains the material properties of the
underlying crystal Ω. Without interaction with the electromagnetic waves it is given via
ρ̇ = [ρ,NB] where NB = N∗B ∈ Cn×n is the Bloch Hamiltonian. The coupling of ρ to
Maxwell’s equation occurs via the polarization in the form D = E+P with polarization
P (t, x) = Γρ(t, x) where Γ : Cn×n

Herm → R3 is called the dipole-moment operator. Thus we
arrive at the nonlinear Maxwell-Bloch system

Ḋ = curlH , Ḃ = − curl(D−Γρ), ρ̇ = [ρ,NB−Γ∗(D−Γρ)]. (5.1)

Choosing the space Q = L2(Ω, div)3 × L2(Ω, div)3 ×Rn and setting ε0 = µ0 = 1 for
simplicity, these equations form a Hamiltonian (Q,E, J) with the energy E(D,B, ρ) =∫

Ω
1

2ε0
|D−Γρ|2 + 1

2µ0
|B|2 + tr(NBρ)dx as follows

d

dt

(
D
B
ρ

)
= J(ρ)

(
DDE
DBE
DρE

)
where J(ρ) =

(
0 curl 0

− curl 0 0
0 0 [ρ,�]

)
.

In [JMR00, Dum05] the variables (E,H , ρ) are used which lead to a slightly more involved
formulation for the Poisson structure J, but make the analysis easier.

5.2 Energy-drift-diffusion systems as Onsager system

As is explained in [Mie11b], one can also handle general energy-drift-diffusion systems
with reactions as treated in [AGH02] as long as the reaction satisfy a detailed balance
condition. The formulation is most easily in terms of the densities of the charge carriers,
namely c(t, x) ∈ [0,∞[I , and the density u ∈ R of the internal energy. Then, the total
energy E and the total entropy S are given by

E(c, u) =

∫

Ω

ε

2
|∇φc|2 + udx and S(c, u)dx,

where the electrostatic potential φc is the unique solution of the Poisson equation

− div
(
ε∇φ) = δdop + z · c in Ω, plus suitable bound. cond.,
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where z = (z1, .., zI) ∈ ZI is the vector of the charge numbers. We note that the differen-
tials of the these functionals have the form

DE(c, u) =

(
φcz

1

)
and DS(c, u) =

(
∂cS(c, u)

∂uS(c, u)

)
where ∂uS(c, u) = 1/θ.

We define the Onsager operator K in terms of the dual entropy-production potential

R∗(c, u;µ, τ) =
1

2

∫

Ω

(∇µ− τz⊗∇φc
∇τ

)
:M(c, u):

(∇µ− τz⊗∇φc
∇τ

)
+ µ ·H(c, u)µdx,

i.e. K = D2
µ,τR

∗. Here M gives the mobilities of the particles and the heat conduction,
while H gives the reaction coefficients.

By construction we have Ψ∗(c, u; DE(c, u)) ≡ 0, which implies energy conservation for
the Onsager system via K(c, u)DE(c, u) ≡ 0. The Onsager evolution d

dt

(
c
u

)
= K(c, u)DS(c, u)

is then given in the form

d

dt

(
c

u

)
+

(
divJc
div ju

)
= −

(
0

z⊗∇φc :Jc

)
+

(
H(c, u)∂cS(c, u)

0

)
(5.2)

where

(
Jc
ju

)
= M(c, u)

(∇∂cS(c, u)− ∂uS(c, u)z⊗∇φc
∇∂uS(c, u)

)
.

The equation for u in (5.2) contains the work of the charge carriers moving against the
electric field E = ∇φc, namely E · (z·Jc), where z · Jc is the net flux of all moving
charges. This term is needed in the energy balance to compensate for the change in the
electrostatic energy ε

2
|∇φc|2.

5.3 A GENERIC formulation for thermo-opto-electronics

To couple the Maxwell-Bloch equation and the energy-drift-diffusion system we use the
state variable q = (D,B, ρ, c, u) : Ω→ R3×R3×Rn× [0,∞[I ×R. If S(D,B, ρ, c, u) is
the entropy density then ∂uS gives the inverse 1/θ of the temperature θ. The total energy
E and the total entropy S are assumed to have the form

E(q) =

∫

Ω

1

2
|D−Γρ|2 +

1

2
|B|2 + tr(NBρ) + udx, S(q) =

∫

Ω

S(ρ, c, u)dx

leading to the thermodynamic driving forces



E
H
η
µ
τ


 = DE(q) =




D−Γρ
B

Γ∗(Γρ−D) +NB

0
1


 , DS(q) =




0
0
∂ρS
∂cS
∂uS


 .

For the Poisson structure we choose an operator that is similar to the Maxwell-Bloch
operator, but is now augmented by a term that accounts for reversible exchanges of heat
(also called latent heat in mechanics):

JTOE(q) :=




0 curl 0 0 0
− curl 0 0 0 0

0 0 [ρ,�] 0 −A(q)
0 0 0 0 0
0 0 A(q)∗ 0 0



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with A(q)τ =  τ θ [ρ, ∂ρS(q)] and A(q)∗η = θ tr
(
η[ρ, ∂ρS(q)]

)
, cf. [Mie11a] for similar

latent heat terms in thermoelasticity. Here A is constructed in such a way that to obtain
(NIC)1 holds, namely using θ∂uS ≡ 11 we find JTOE(q)DS(q) = 0. Hence, the reversible
part of the dynamics of the density matrix ρ takes the form

ρ̇ = 
[
ρ, DρE(q)− θDρS(ρ)] = 

[
ρ, DρF(ρ)

]
(5.3)

which emphasizes the rôle of the free energy F = E− θ∗S for the reversible dynamics.
The Onsager operator KTOE for thermo-opto-electronic has the additive form:

KTOE(q) = Kreact(q) + KB(q) + Kdiff(q) + Kheat(q),

where each term is of the form Kj(q) = Aj(q)
∗Lj(q)Aj(q) with Lj ≥ 0. Hence if

Aj(q)DE(q) ≡ 0 holds for all j then (NIC)2 holds as well.
(i) For the reactions between charge carriers (including stimulated emission) we choose

Areact(q)(E,H , η,µ, τ) = µ and Lreact = H. Moreover, Areact(q)DE(q) ≡ 0 follows from

DcE(q) ≡ 0. We obtain Kreact(q)DS(q) =
(
0, 0, 0,HDcS(q), 0

)T
.

(ii) To model the quantum relaxations we set N(q) := DρE(q) = NB − Γ∗(D−Γρ),
define AB(q)(E,H , η,µ, τ) := η− τN(q), and choose an arbitrary L(q) ≥ 0, e.g. L(q)η =∑M

m=1

[
Qm,Cρ[Qm, η]

]
. Using the definition of N(q) and DτE(q) = 1 gives AB(q)DE(q) ≡

0, and (NIC)2 holds. In particular, we obtain

KB(q)DS(q) =
(

0, 0,L(q)
(
∂ρS(q)− 1

θ
N(q)

)
, 0,− tr

(
N(q)L(∂ρS(q)− 1

θ
N(q))

))T

.

We observe that the dissipative relaxations are driven by the free entropy N, namely by
DρN(q) = DρS(q)− 1

θ
DρE(q). Moreover, the last term can be seen as a heating term due

to dissipation in the quantum systems.
(iii) The drift and the diffusion of the charge carriers is modeled via the mobility. Since

the flux tensor Jc for the densities c should have the form Jc = Mc(∇µ− 1
θ
z⊗E) ∈ RI×d

we define the operator Amob(q)(E,H , η,µ, τ)T := z⊗E + ∇µ − τ z⊗(D−Γρ) ∈ RI×d.
Using E = D−Γρ we find the relations

Amob(q)DE(q) ≡ 0, Amob(q)DS(q) = ∇∂cS −
1

θ
z⊗(D−Γρ).

Thus, Kmob(q) = A(q)∗Mc(q)A(q) satisfies (NIC)2 and provides

Kdiff(q)DS(q) =




z·Mc(∇µ−1
θ
z⊗E)

0
0

− div
(
Mc(∇µ−1

θ
z⊗E)

)

(z⊗E):Mc(∇µ−1
θ
z⊗E)




The first component gives the effective charge flux z·Jc, the fourth component generates
the drift and the diffusion term, and the fifth component contains the power of charges
working against the electric field.

(iv) The heat transfer can be given in the form

Kheat(q)(E,H , η,µ, τ)T =
(
0, 0, 0, 0,− div

(
κ(q)∇τ)

)T
.

Clearly DuE(q) = 1 gives Kheat(q)DE(q) = 0, which is (NIC)2. In fact, in general we may
allow for cross-diffusion between charges and heat:

(
Jc
ju

)
=

(
Mc Mcross

M∗cross κ(q)

)(
Amob(q)DS(q)

∇∂uS(q)

)
. (5.4)
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Now we are able to write the full GENERIC system q̇ = JTOE(q)DE(q)+KTOE(q)DS(q)
with the building blocks described above. It leads to the following coupled system of
partial differential equations

Ḋ = curlB +z·Jc,
Ḃ = − curlE,

ρ̇ = 
[
ρ , N(q)−θ∂ρS(q)

]
+L(q)

(
∂ρS(q)−1

θ
N(q)

)
,

ċ = − divJc + H(q)∂cS(ρ, c, u),

u̇ = θ tr
(
N(q)i[ρ, ∂ρS(q)]

)
− div ju − tr

(
N(q)L(q)

(
∂ρS(q)−1

θ
N(q)

))
+ (z⊗E):Jc,

where (Jc, ju) is given in (5.4), E = D−Γρ, and N(q) = DρE(q) = NB−Γ∗(D−Γρ).
The first equation (combined with the fourth and using the charge neutrality z·H ≡ 0

of the reactions) is compatible with divD = δdop + z·c for all t > 0, if it is satisfied for
t = 0. The last equation can be written as

u̇ = − div ju + (z⊗E):Jc − tr
(
N(q)

(
[ρ,DρE−θDρS] + L(q)(DρS−1

θ
DρE)

))

= − div ju +E · z·Jc − tr
(
DρE(q)ρ̇

)
,

which displays the balance of internal energy with the work of the charges against the
electric field E and the work of the quantum system. For more details see [BKM14].
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