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e Computable Errors

e lllustrative Computational Result

e Current and Future Work



Model Equations

Incompressible Navier-Stokes equations for viscous flows on
computational domain [0, 7] x 2, Q € R?

ou+ (u-Vu+Vp—-V-Q2vS(u) = f,
V-u = 0,
u = wy(t,x), b.c.
u(0,x) = wug(x), Ii.c.
Jopde = 0

with stress tensor S = (Vu + Vul)/2 and viscosity v.
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Use explicit LES:
spatial filter, turbulence model, discretization method
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space-averaged incompressible Navier-Stokes equations

du+ (w-Vu+Vp—-V-2vSm)) = f—V-7(u),
V-uw = 0,

u = ﬂb(t,w), b.c.

w(0,z) = wo(x), ic
prd:c = 0

with subgrid-scale tensor 7(u) = uu® —wu’.

Key of LES: Find appropriate (turbulence) models for 7(u).
Goal of LES: Compute only large flow structures accurately.
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Numerical discretization:
One-step s-stage integration methods and finite elements

Let 0 <ty <t; <--- <ty =T bethe chosen partition of [0, T.

Construct continuous solutions (polynomials of order p)

_ _3 ==h —h
uh(t) — Hp(tv ’UJZ, U,is--- Uys), T E [tn, tnt]
—h —h PN k
p (t) — Hp(t5pn7 Py, 7Pns)7 S [tnv tn—|—1]
where w”, p" and U,Zi,?zi,i =1,...,s, are FE-approximations at

t = t,, and at intermediate points, resp.
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Good news: Nowadays LES works quite well provided

e sufficient computer resources are available,
e advanced knowledge on physics and numerical methods.

Two main error sources:

e Filtering, sgs, b.c. give rise to modelling errors.
e Numerical schemes give rise to discretization errors.

Bad news: If A = h (most practical) is used then modelling and
discretization errors interact.

Need for a posteriori quality assessment of LES!
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impl. LES, dual-weighted residuals (Becker, Rannacher,
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Studies on error behaviour (selection)

e Ghosal (1996), Vreman et al. (1996)

e Geurts & Frohlich (2002)
computable subgrid activity

e Chow & Moin (2003)

e Meyers et al. (2003-2007)
data base error analysis, error landscape approach

e Hoffmann & Johnson (2003-2007)
impl. LES, dual-weighted residuals (Becker, Rannacher,

Braack, Ern)

How can we distinguish between modelling and discretization
errors?
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Goal: quantify the contributions of the subgrid-scale model and
the numerical method to a user specified quantity of interest

a :/OT/QN(ﬂ)dxdt

Linearize M in the neighbourhood of w"
M @) — M(@") = M[a"|(w —w") + H.O.T.

Set e = uw — uw” and consider

/ /e C[a™] dx dt

Examples: turbulent kinetic energy (lift, drag are also possible)



Dual Weighted Residual Method I

Exemplified: Smagorinsky model is used.

1/2

v(a") = —(cs A)? (S@") : S(u"))



Dual Weighted Residual Method I

Exemplified: Smagorinsky model is used.

(@) = —(cs A2 (S(@") : S@)) "
Define (linear) dual system with (¢, )

—Owp — (@- V) + (Vu")Tp + V0

=V (v + 1 (@")S(p) = V- T"@"(e) = ([@"]
V.o = 0
¢ = 0 b.C.
e(T,x) = 0 I.C.

where T"[@"] (o) = (cs A)?* [|S(@") ||z (S@") : S(¢))S(@").
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Computable Errors

e STEP 1a: Solve space-averaged NS-equations with 7.

e STEP 1b: Store continuous solutions " (t) and p"(¢).

e STEP 2a: Solve dual NS-equations backwards in time.

e STEP 2b: Compute approximations
T
eh, = / / (V- 7s(@") — V- 1ps(@")) - ¢" dx dt
0 Q

el = /T/ (R(ﬂh)-¢h+(v-ﬂh)9h)dazdt
0 JO



Example: Flow Around A Cylinder at Re = 100

Quantity of interest: time-integrated drag coefficient

M (@, ) :/OT/Cyln-(T)I _0wS(@) - adsdt

where a points in the direction of motion.
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Current and Future Work

e Consider more complex turbulent flows.
e Study various quantities of interest.

e Use local error estimators to improve subgrid-scale model and
numerical discretization where necessary
(SPP1276 Metstroem)

e Balance errors by local adaptation.
e Develop reduced-order models, e.g., by using POD.

e Introduce framework to rigorously assess LES errors.



