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Abstract

In this paper we develop several regression algorithms for solving
general stochastic optimal control problems via Monte Carlo. This type
of algorithms is particulary useful for problems with high-dimensional
state space and complex dependence structure of the underlying Markov
process with respect to some control. The main idea of the algorithms
is to simulate a set of trajectories under some reference measure P* and
to use a dynamic program formulation combined with fast methods
for approximating conditional expectations and functional optimiza-
tions on these trajectories. Theoretical properties of the presented
algorithms are investigated and convergence to the optimal solution
is proved under mild assumptions. Finally, we present numerical re-
sults showing the efficiency of regression algorithms in a case of a high-
dimensional Bermudan basket options, in a model with a large investor
and transaction costs.

1 Introduction

Since the appearance of the groundbreaking articles of Carriere (1996),
Longstaff and Schwartz (2001), and Tsitsiklis and Van Roy (1999), regres-
sion methods have become an indispensable tool for solving high dimen-
sional optimal stopping problems in the context of pricing American style
derivatives. From a mathematical point of view any optimal stopping prob-
lem can be seen as a particular case of a more general stochastic control
problem. Optimal stochastic control problems appear in a natural way in
many areas of applied stochastics, in particular in mathematical finance.
For instance, problems of portfolio optimization under market imperfec-
tions, optimal portfolio liquidation, superhedging, etc., do all come down
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to problems in stochastic optimal control. In fact, an active interplay be-
tween stochastic control and financial mathematics has been emerged in the
last decades: While stochastic control has been a powerful tool for studying
problems in finance on the one hand side, financial applications have been
stimulating the development of several new methods in optimal stopping
and control on the other hand, see for example besides the works mentioned
above, Rogers (2002), Andersen and Broadie (2004), Broadie and Glasser-
man (2004), Haugh and Kogan (2004), Ibanez (2004), Meinshausen and
Hambly (2004), Belomestny and Milstein (2006), Bender and Schoenmakers
(2006), Belomestny et al. (2007), Chen and Glasserman (2007), Kolodko and
Schoenmakers (2006), Jamshidian (2007), Rogers (2007), and Carmona and
Touzi (2008), and many others.

There are several approaches for solving stochastic optimal control prob-
lems. The most familiar approach requires consideration of all possible fu-
ture evolutions of the process at each time that a control choice is to be
made. This method is well developed and generally effective, but there are
certainly problems (such as the optimal control of a diffusion in high dimen-
sions) where the approach is impractical. In this paper we propose a Monte
Carlo approach combined with fast approximation methods and methods of
functional optimization. This approach is applicable to any discrete-time
controlled Markov processes. The main idea of the method is to simulate a
set of trajectories under some reference measure and then apply a dynamic
programming formulation (Bellman principle) to compute recursively esti-
mates for the optimal control process and the optimal stopping rule where
the use of fast approximation methods allows for computing conditional ex-
pectations without nested simulations. We propose a number of regression
procedures and prove the convergence of a value function estimate under
some additional assumptions.

2 Basic setup

For our framework we adopt the discrete time setup as in Rogers (2007). On
a filtered measurable space (Q,F), with F := (3’})7,:0717___7% T € N, we con-
sider an adapted control process a : Q2 x {0,...,T—1} — A, control for short,
where (A, B) is a measurable space. We assume a given set of admissible
controls which is denoted by A. Given a control a = (ag, ay,...,ar—1) € A,
we consider a controlled Markov process X valued in some measurable space
(S,8) defined on a probability space (Q2, F,P?) with Xy = z¢ a.s. and tran-
sition kernel of the following type,

P*X,y1€dy | Xy =x) =P (x,dy), 0<r<T.

So in particular it is assumed that the distribution of X, conditional on &,
is governed by a (one-step) transition kernel P (X, dy) which is controlled



by a,. In this setting we may consider the general optimal control problem

T—1
Z fr(Xr7 ar)] )

r=0

(2.1) Yy :=sup B2
acA

for given functions f,. The optimization problem (2.1) contains the standard
optimal stopping problem

Yy = sup £ [g-(X7)],

as special case: Take P? independent of a, f.(z,a) = gr(z)a, and A =
ASP = fa = (1,—g, ..., lr=7) : 7, 0 < 7 < T, is a stopping time}. Multiple
stopping problems may be considered in a similar way by choosing a suitable
A. In this article however we choose A to be the set of all adapted controls
(as in Rogers 2008), while keepin the standard optimal stopping problem
as a special case. This leads to our central goal solving the optimal control
problem

T—1
(2.2) Yy = sup E? [Z fr(Xr,ar) + g-(X7)
aeA,TE‘I r=0

for a given set of measurable functions f, : Sx A —- R, g, : S — R.
For technical reasons f,. and g are assumed to be bounded from below. To
exclude trivialities we further assume that

T-1
sup E# Z fr(Xr,a.)| < oo, supE?gi(X;)] <00, i=0,...,T.
acA —0 acA

The supremum in (2.2) is taken over a € A and all F-stopping times with
values in a subset T C {0,...,T}.

The optimal control problem (2.2) with ¥ ={0,...,7'} will be the main
object of our study. To this end we consider the process

T—1
(23) Y;* = sup E? [Z fS(X87a8) +gT(XT) 9:7’ ) 0<r<T

acA,, TeT,

S=r

with %, := {r,..., T} and A, being the set of all adapted controls a : £ x
{r,..,T—1} — A. As a general result, there exists a vector h* = (h{, ..., h})
of measurable functions on 5, such that Y* = h;‘f(X ;) and h* satisfies

hy(x) = max [gr(z), (LhY), ()], 0<r<T,

(24) hr(z) = gr(z),
where L : h — Lh is a Bellman-type operator defined by

(Lh), (z) = 216111;“) [fr(z,a) + P*hy41(2)]



and

Pohyor(a) = / PO, dy) s (4).

We now assume that there exists a reference measure P* equivalent to P2,
such that
P(z,dy) = o(x,y,a)P*(z,dy), a€ A,

with P*(z,dy) := P*(X,41 € dy | X, = ) and function ¢(x,y, a) satisfying

¢ > 0and [ P*(z,dy)p(z,y,a) = 1. Then for any nonnegative measurable
function F : STt — R, it holds

(2.5) E?[F(X)|3;] = E*[F(X)Ajr(a, X)|F;],
where
r—1
Ajﬂ“(avy) = H‘P(?Jhyuhal), r= j + 17 "'7T7 Yy S ST+1'
1=
If, moreover, F' depends on X, ..., X, only, we have for 0 < j < r,

E*[F(X)[F;] = E*[F(X)A;,.(a, X)[F}],
and if F' depends only on X}, it holds

(2.6) EA[F(X;1)[F5] = E*[F(Xj11)0(X;, X1, a5)|F5].
3 Regression methods for control problems

The solution Y of the optimal control problem (2.2) can in principle be com-
puted backwardly via the a dynamic programming principle (2.4). However,
in particular if the space S is high-dimensional, an analytic computation of
the conditional expectation

Cr(z,a) == E[h (X, 11)| X, = 2] = E* [0(Xo, Xoi1, @) b1 (Xpp1) | Xi = 2],

where henceforth for notational convenience h := h*, is ussually difficult,
even if h,4 1 is explicitly known. On the other hand, a straightforward
backward (approximative) construction of (2.4) by Monte Carlo simulation
(under P*) would lead to nested simulations where the degree of nesting ex-
plodes with the number of exercise dates. In the context of optimal stopping
problems, much research was focused on the development of fast methods
for computing approximations of C). to resolve this issue. We will show that
these methods can be extended to a more general optimal control problems.



From now on we assume that S C R? for some d > 0. Suppose that
hy+1 is estimated by h,11 and that we want to approximate h, via (2.4) and
(2.5), hence

i) = ma () sup [ £, + P (0]

= max |:gr(x)7 Sgg {fr(x7a) +E* [(P(XraXr-i-la a)ﬁr-i-l(Xr—i-l) ‘ XT’ = LE] }:| :

Let
<<X§1>,X§1+>1) <X§M>,X§_Afl>>>

be a Monte Carlo sample from the joint distribution of (X, X, 1) under P*
and suppose that, based on this Monte Carlo sample and an approximation
hr+1 of h,4+1, an estimate Cr M (z,a) of the conditional expectation Cy(x,a)
is constructed for all z € S and a € A. In this paper we consider a class of
estimation methods where C, s is of the form

(87  Cru(w,a) Z wn (@, X )p(a, X[, )b (X)
where

Win, M (m,Xﬁ) = W, M (m,Xﬁl), . ,XT,(M))
are some coefficients which are to be specified by the method under con-
sideration. It turns out that this class of approximation methods is very
general and contains local and global regression methods. We discuss these
two types of method in the next sections.

3.1 Algorithms based on local estimators

By introducing
dy (2, a) = /S (@9, @)y (9)pr (@, ) dy,  pr(a) = /S P, y)dy

with p,(x,y) being the joint density of (X, X,1) under P*, we may write
Cr(z,a) = d (a,x)/pr(x).

So it is natural to estimate C, as a ratio of estimates for p, and d,., respec-
tively. With this goal in mind we consider for a Borel measurable kernel
function ®y7(z,y) on R? x R? the following estimators,

prM IZ(I)M 7

dy i (z,a) = M7 Z 1y (2, X)) (2, X7 )y (X,



where z € R? and a € A, and then consider for C, the estimator

38)  Coul,a) = %

M
=" winar (@, X))o, X7, ) hya (X))
m=1

with weight coefficients defined by

q)M(x7 ym)
2%21 (I)M(x7 ym’)

If in (3.8) prar = 0 we set ér,M := 0. It is important to note that here wy,
are nonnegative weights summing up to one. The name “local” comes from
the fact that in most cases the function ®s(x,y) converges (in some sense)
to a delta function as M — oco. The class of local estimators is rather large
and contains well known examples such as the Nadaraya-Watson and the
k-nearest neighbors regression estimators.

wm,M($7y()) = wm,M($7y17y27 ) =

Example 1. Let K be a measurable function on R%. Take

O (x,y) = 03 K ((x —y)/0um),

where {0nr} is a sequence of positive numbers tending to zero. Then (3.8)
yields the well-known Nadaraya- Watson regression estimator

~

SM K@= X)) /o0, X, @)y (XUT)
SM K ((x— X™) /6xr)

Example 2. We can modify the estimator in Example 1 by specifying an
increasing sequence (kpr) of natural numbers with ky < M, and reducing
the number of summands in (3.9) to kpr in the following way. Consider

3.9 Cramlz,a) =

the first ks nearest neighbors of x, say Xﬁml), e Xr(mkM) in the Monte
Carlo sample Xr(l),...,XﬁM), and define Ry; = Hm — Xr(mkM) to obtain
the kpr-nearest meighbors regression estimator
(3.10)

Crna) — 2 0@ X0 ey QTR (@ = X)) Rar)

S K (= X))/ Bar)
Finally, after estimating C,(z,a) we construct

(3.11) ar v(z) == argsup[fr(z,a) + @,M(x,a)], x €S,
acA

and estimate h, by

(3.12) /HT,,M(x) = max{g,(x), fr(z,arp(x)) + GT,M(a:,aﬁM(a:))}.



Starting with lAtT, M (z) = gr(x) and working backwardly, we so obtain esti-
mates for all h,., r=0,...,T — 1.

Remark 3. Local estimators have in some respects nice theoretical proper-
ties, for example, almost sure convergence to C,. under rather weak smooth-
ness assumptions. Basically only local smoothness is required for this. A
disadvantage of local estimators is their numerical complexity in general.
For instance, if we want to compute (fy, m(x,a) at M points in R? using
the Nadaraya-Watson estimator (3.9), it will require M? operations. In the
case of the kjs-nearest neighbors estimator, this number can be reduced to
M log M using fast search algorithms.

3.2 Global regression estimators

As an alternative to local regression methods we now consider algorithms
based on global regression. From a practical point of view global regression
estimators are easier to implement in an efficient way than local estimators.
Convergence proofs for global estimators are more delicate and usually im-
pose rather strong assumptions on C, and the underlying Markov process
X,. For the standard Bermudan stopping problem (f, =0, ¢ = 1) we refer
to Clément, Lamberton and Protter (2002), Egloff (2005) and Egloff, Kohler
and Todorovic (2007). The global regression procedures in the next two sec-
tions are in some sense a generalization of the methods of Tsitsiklis and
Van Roy (1999) and Longstaff and Schwartz (2001), respectively, to optimal
control problems.

3.2.1 Algorithms based on continuation functions

For a given Monte Carlo sample {Xr(m), 0<r<T,1<m< M} under the
measure P* and a system of basis functions ¢ := [¢1, ..., ¥x]T we consider
for each a € A the regression problem

M 2
3.13 B.(a) = i TXT(m) _ym) :
(3.13) Br(a) aggeﬂrggnm; (1/1( )8 (a)>
where

Y (a) = (X X a)h, (X))

and an estimate /Hr-i-l of h,41 is assumed to be already constructed. The
solution of (3.13) is explicitly given by

(3.14) Br(a) = (FTF)'FTY(a) = F'Y (),

where F' = (F;) = (Q,Z)k(Xr(m))) is a M x K design matrix and Y (a) :=
(Y(m) (@))m=1,..m. Note that the design matrix F' does not depend on a.



We next consider

(3.15) ar v (x) = argmax{ f,(x,a) + @,,M(az, a)},

acA

where

Crar(@,a) = T (@)Br(a) =T (@) FTY (a)
= XNz, X, a)h xm
Z wm,M(xa r )90(5177 7,+1,a) r—l—l,M( r+1)
with coefficients wy, ar given by

(316)  w(e X)) =07 (@) (FTRXD)) T wx ™).

In order to solve (3.15) one may, for instance, construct an approximation
procedure for finding the a roots of the stationary point equation

0 ~ 0
%CT,M(HJ a) = (z,a) +Zwk FT Y(a) = 0.

We proceed with a second regression problem, based on a new sample {X)gm),
0<r<T,1<m< M} under P*:

(3.17)

- M - N N N 2

Br = argmin Y (9(X0, X, Grar (X)) hrsn (X)) =47 (X)5)
BERK m=1

to end up with

(318)  Tra(@) = max [g(x), £ (@) + 4T @)5,]

The second regression is needed to avoid matrix multiplication in (3.14) for
each Xr(m).

3.2.2 Algorithms based on backward construction of stopping
time and control

In this section we present an algorithm where, instead of regressing continu-
ation functions, the control and stopping times are backwardly constructed
on a sample of simulated trajectories. This method relies on the following
consistency theorem proved in Appendix.

Theorem 4. The optimal stopping time 7*(r) and the optimal control a*(r)
solving the problem

T—1
Y= sup E® Zfs(X&as) + 9 (X7)| Fr |
acA,, TeT, s=r




satisfy the following comsistency relations
m(r) >r=7(r)=7"(r+1) and a;(r) = aj(r + 1)
for all j such that r +1<j<7*(r+1).
Note that aj(r) is only defined for r < j < 7*(r), i.e. the control a*(r) is
not defined if 7*(r) = r. Given a sample (Xo(m), . ,X:(Fm)), m=1,.., M, we
construct estimates 7™ (1) and agm) (r), r < j < 7™ (r) for stopping times

and control processes respectively in the following way. At the terminal time
we set

M(TY=T, m=1,..,M.

Let 7™ (r + 1), agm) (r+1),r+1<j<7(r+1) be constructed for m =
. M, at timer +1,0 <7 < T. Let ¢ := [¢1, ..., ¥x|" be a system of
basis functions. For any a € A consider the regression problem

M 2
3.19 B(a) = - T(xmhg _ym 7
(3.19) Ba) a;g@ggnn;(w (X™)8 =¥ (@)

where

Y (a) = p(x™, X7, a) 27
with

™) (r41)—1
2= Y MA@ ™ 4+ 1), X ™, 0™ (r + 1)
l=r+1
+A @™ (r + 1), XMyg(x™ ).
r+1,7(m) (r+1) ) 7(m) (p41)

The solution of (3.19) is given by (3.14) and we can define an estimate
Cr(x,a) = 9T (2)B(a) and then @, p(z) as a solution of (3.15). Now we
simulate a new set of trajectories

XXMy, m=1,.., M

under P* and define

~ 2
= (X (m) Xm X o (XM zm)T
5 aggeﬂg}(mn;( )8 — (X, r410 @r, M Mm( ) r—l—l)

Put 57»,M(33) = sz(a;)Er. By setting for m =1,..., M,

() =1, it f (X, G (XE) + Crar (X)) < g(XI™),



otherwise

T (r) =7 (1), a™ (1) = apu (X)),
ag.m)(r) = ag.m)(r +1) forr+1<j<7M(r+1),

we so end up with a sequence of estimates

K
(3.20) Crpil@) =Y Brpte(x), 7=0,...,T—1,
k=1
and a sequence of functions a, 7, 7 =0,...,7 — 1. Based on (3.20) one may

take the (generally suboptimal) stopping rule

™ ‘= inf{o <r<7T: g(XT’) > fr(Xraar,M(Xr)) + CT,M(XT’)}
and the (generally suboptimal) control process

an (X) = (ao,m(Xo), a1,m(X1), ..., ar—1,m(X7r-1))

to construct a lower approximation for Y via a next Monte Carlo simulation.

4 Convergence analysis of regression methods

The issues of convergence for regression algorithms in the context of pricing
Bermudan options have been already studied in several papers. Clément,
Lamberton and Protter (2002) were first who proved the convergence of the
Longstaff-Schwartz algorithm. Glasserman and Yu (2005) have shown that
the number of Monte Carlo paths has to be exponential in the number of
basis functions used for regression in order to ensure convergence. Recently,
Egloff, Kohler and Todorovic (2007) have derived rates of convergence for
continuation values estimates by the so called dynamic look-ahead algorithm
(see also Egloff (2004)) that “interpolates” between Longstaff-Schwartz and
Tsitsiklis-Roy algorithms.

In the case of general control problems the issue of convergence is much
more delicate because along with the convergence of regression estimates
Cr.m we also need the convergence of control estimates a, ;. The latter
convergence can be ensured only if the first one is uniform on the set of all
possible controls. This type of convergence can be proved only under some
additional assumptions.

A convergence analysis can be divided into two parts. The first part is
concerned with the convergence of a one step estimate

hy v (z) == max | gr(x), ng;) [fr(z,a) + Crm(z,a)]|,

10



based on the “pseudo” estimator
(421)  Cru(w.a) Z it (@, XO)ple, X1, a)hr i (X),

ie. (3.7) with 71\7‘-‘,—1 replaced by the exact solution h,, ;. In practice, how-
ever, one starts from r = T and proceeds backwardly where at each step
the previously constructed estimate h,,1 is used instead of h,1q. Thus the
second part of the convergence analysis consists of proving a “global” con-
vergence of h,. ys to h, in a suitable sense, taking into account all errors from
the previous steps. It turns out that the first type of convergence relies ex-
clusively on the sort of regression estimate under consideration and can be
established via standard results from the theory of empirical processes and
regression analysis. In this paper we will carry out the second part of the
convergence analysis assuming that C, js is known to converge to C, in a
certain sense. In fact, the prove of the “global” convergence is more generic
and involves only general properties of the weights in (3.7).

Theorem 5. Suppose that starting with hT M = hp(z) = gr(x), for each
backward step hTM is constructed from hr+1 M via (3.12) or (3.18) using a
new independent sample of M trajectories. Suppose further that the function
@ is bounded, that is |p| < A, for some constant A,. If

E{/Rd ICrar(z, ) — Colz, )% pr(@) d$}1/q

—e{ [ [wiCuuten - Cwal| s

acA

1/q

=0(ey), r=0,...,T—-1, M-

with some q > 1 and some sequence £p; tending to 0, then it holds

E‘E r _O()‘TMEM)70§T§T
Lq(pr)
with
M
daas = s 3 mar My 0it )

Corollary 6. If all coefficients W, pr in (3.7) are nonnegative and sum up
to 1 (e.g. in the case (3.8)), then Ay p < MY gnd

E‘ﬁ,

=0 <M(1_1/q)(T_T)EM> , 0<r<T.

qa(pr)

In particular if ¢ = 1 we have

~

E‘ o,

=0(eym), 0<r<T.
Loy~ O (M)

11



Thus, in the case of nonnegative weights and g = 1 the “global” rates coincide
with the rates of a particular regression estimator.

Proof. For r = T the statement is trivial. As induction hypothesis we
assume that

(4.22) E (

-~ ‘

ey, — hryt

=0 <)\T_T_1E ) , M — oo.
Lq(pr+1) oM M
Based on a new sample (X,gm),XT(T%), m = 1,..., M, independent of the

samples needed for constructing the estimate ﬁr-{-l, M, we define

ar, () = arg S;p[fr(xv a) + Cru(z,a),
ac

ar v (x) = arg Sjlp[fr(x’ a) + Cr v (2, a)],
ac

where
~ M o~
CT,M($7 (l) = Z wm,M($7 Xr())(ﬁ(x, XTSTL a)hT+1,M (Xﬁfz)
m=1

Observe that due to

— sup
acA

< fr(@,ar (@) + Crar (2, @00 (x)) — { (@, arar(x)) + Croar(, anar(2))}

@,M(a:, a) — C’nM(x,a)‘

énM(x,a) — CnM(x,a)‘

< sup
acA

the inequality

by ai(x) — hy ()

< sup CA’T,M(x,a) — C’T,M(x,a)‘

a€A

holds for all x and a, where
he a1 (%) := max{g, (), fr(2, arp () + Cr pr(, arpr ()}
Analogously one can show that

(4.23) |hy () — hepr(z)] < sug |Cy(x,a) — Cr p(x,a).
ac

On the other hand we have

(4.24) @,,M(x,a) - Cru(z,a) =

M
3" waar (e, XO) (e, X7, ) (g0 (X)) — hein (X)),
m=1

12



hence

ﬁnM(az) — he p() ‘

Bt (X)) = B (X)), 2 e RY

M
<4, 3w, XO)
m=1

Denote with G,;1 the o-algebra generated by the samples used from 7" down
to r + 1. The application of Holder’s and Jensen inequality leads to

k ‘ Forbt = h’"’M‘ La(pr)
M o~
< 4,8 59 [[hrsnar D ~ s (I foman. X0 ]
el Lq(l’r)
< ASDE{[EST'+1 /Hr-i-l,M(X?E}i-)l) —hr+1(X7gi)1)‘q} e
g N =
g mZ::l [E T (s X2 Lq(pr)} }
M q 1
o~ q
@ Aerlfras il 2 (froelmate s )

— 4,E|h

Z ||me ||L(I p7®l 1177“) ’

r+1,M — hr—l—l‘
Lq pr+1

The induction assumption (4.22) implies now that
=0 (E M)‘Z:X/[T)

E‘/};’TM hrM‘

Lq(pr)

Note that by letting ¢ | 1, the last estimate holds true for ¢ = 1 as well.
Further we have

E‘E

<E(

r,M — hrM‘

F Bl = hell, )

Lq(pr) Lq(pr)

Hence due to (4.23)

E HhT’,M - hr“Lq(pT)

< {/]Rd ICw(, ) — Cranr(z, )Y prl() dw}l/q

= O(EM), M — oo.

13



5 Upper bounds

For computing upper bounds for solutions of control problems we extend the
approach in Rogers (2007) to problem (2.2). In fact, the following theorem
is a straightforward generalization of Theorem 1 in Rogers (2007).

Theorem 7. Let Y;* be the solution of the optimal control problem (2.3),
then the following representation holds

T-1
Y = inf  he(X,) +E5 | )W, ((Lh)j (X5) - hj(Xj))+

hedH -
j=r
5|},

where Wy j = supaea [Arj(a, X)] and 3 is the space of bounded measurable
vector functions h = (hg, ..., hr) on ST+,

(Y )T
+Tglla<}§,Wr2(gz(X2) hi (X))

Proof. For any h = (hg,...,hr) € H and a € A let consider a martingale M,
from the Doob decomposition of h,(X,):

Mf—i—l — M: = hr+1(Xr+1) - E® [hr-i-l(X?“)"rfr] )

with M2 =0, i.e.,

r—1 r—1
M :Z( J+1 = Z ]+1 - P th-i-l(X )
Jj=0 7=0

We then have

Y —mf suf[l) E2 Zf] +gT(XT) - (hj+1(Xj) —Pajhj+1(Xj)) Fr
ac ™

r
T, T2>T

<.
Il

i—1

< inf § (X, —l—suf[l) B | > Arj(a, X) (£5(X, a5) + P hj1(X;) — hi(X;))
acAr j:’f‘

+A”(a X) (9:(Xi) — hi(X3))| T}

T-1

< inf ¢ hp(X,) + B ;:ellgAr,j(a,X) <(Ul)j (X;5) — hj(Xj)>+

+max sup A, (a, X) (g:(X;) — hi(X;))"

(2 acAr

For h = h* it holds max [g;, (Lh*),] = h¥, and Wi (z) = gr(z), so we finally

have identity. O

14



6 Numerical experiment

Now we illustrate our algorithms by pricing a Bermudan basket option in
a model, where asset prices can be influenced by an investor holding large
amounts of shares of the asset. The large investor can increase (or decrease)
an asset price by buying (or selling) assets.

We consider a Bermudan put option on a basket of d assets with payoff

1< !
oo = (2500 - )

=1

(K is the strike price), which can be exercised at times r = 1,...,7. We
assume that a large investor buys a, x 100% (0 < a < 1) of each asset at
time 7, and that the asset dynamics from time r to r + 1 depend on a, via
the Markovian model

. ) 2 .
Xr(:)-1 = XT,(Z) exp <—%5r + 0\/57@,2-) ~v(a), Xél) =x9, 1=1,..,d,

where (; are i.i.d. standard gaussian random variables, v : [0,1] — Ry is
some function, and ¢, is a time scaling parameter. In this case we have,

2
1 Z] 1(111 + % 0r —In (ar))?
por - -
(z,dy) 7l exp 2975, dy

0.2
Z, | In 3 —d%o, B d1n®y(a,)
25T 202§,

2
1 Zg 1(ln— - 075T)2 P
X ————exp | — Y.
yad\/27rc5¢d 2024,
As reference measure we take the one corresponding to v = 1, hence

Pz, dy) = ¢(z,y;a) P*(z, dy),

with

0_2
Z] | In 3 —d%o, B dIn® y(a)
025T 2024,

o(z,y;a) = exp | Iny(a)

In our particular example we take vy(a) = exp(a/20). So the large in-
vestor may push the asset price about 5% upwards by buying more shares.
Further we assume that, up to the call date, the investor pays at each step
transaction costs according to

2r+1

(6.25) f(X,a) = ——2(xD £ ... 4 x@),

x()d
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As a matter of fact, increasing transaction costs may shift the optimal stop-
ping time from the terminal exercise date, thus leading to a nontrivial op-
timal exercise policy. The price of the Bermudan basket option is finally
given by (2.2) with g, = ¢g and f, given by (6.25).

We now study a numerical example with d =5, T = 3, 4, = 1, ¢y = 100,
K =90, ¢ = 0.2, and construct lower bounds for the option price based
on local regression (Section 3.1) and the global regression method in Sec-
tion 3.2.1. Due to a (suboptimal) stopping time and a (suboptimal) control
based on the k-nearest neighbor estimator (3.10) and corresponding esti-
mator (3.11) we construct a lower bound denoted by Yok%’low (with the
M from (3.10)). On the other hand, due to a (Suboptimall) stopping time
and a (suboptimal) control based on (3.15) and the global regression esti-
mate (3.17) we obtain a lower bound denoted by Y(fg’/[low (with the M from
(3.17)). Furthermore, we simulate upper bounds for the option price based
on the dual representation in Theorem 7, using approximative value func-
tions (3.12) and (3.18) for the local and global regression method, denoted
by Yolfﬁl’“p and YO“{%L” respectively. For the upper bounds we simulate 50
(“outer”) trajectories where on each trajectory the conditional expectations
in (Lh), are estimated using 10000 independent (“inner”) trajectories. The
lower bounds are simulated using 50000 Monte Carlo trajectories in the final
simulation, see Tables 1,2.

For the optimal choice of kj; in the nearest neighbors estimator (for
given M) one needs to balance between the variance and the bias of the
estimator (3.10). Moreover, it turns out that it can be advantageous to take
kar depending on x. To illustrate this we plot in Figure 1 the root-mean-
square errors of 6’5’1‘6‘000 (z,1) and 65775’6‘000 (z,1) relative to the “exact” values
Co(w,1) (computed using 10° Monte Carlo trajectories) for

29 = zgexp(—o? + U\/%COJ + U\/aglvi)

with (.; = 0 (left figure), (,; = 1.5 (right figure), and different number of
nearest neighbors. Here the best value of k for the “central” point z is about
0.1 x M, and the error does not exceed 5% for M = 10000. However, the
error becomes rather large if x lies in a region with small concentration of
pre-simulated regression points (the optimal kj; is about 10 in the right-
hand figure). Thus, the performance of the k-nearest neighbor estimator
can be improved by choosing kj; adaptively depending on .

The global regression estimator provides better lower and upper bounds
for the option price than the local regression estimators, see Table 2. The
gap between lower and upper bound for the best choice of base functions does
not exceed 4% (relative to the lower estimate), while for the local regression
estimator the gap is larger than 15%.
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[k [ Yarear(SD) | Yoiosd(SD) || Yorata”(SD) | Yorseod(SD) |

10 || 13.94(0.06) | 20.94(0.23) | 13.82(0.06) | 21.22(0.27)
20 | 14.10(0.06) | 18.89(0.20) || 14.20(0.06) | 18.41(0.16)
50 | 14.08(0.06) | 16.74(0.09) || 14.33(0.06) | 17.08(0.14)
100 || 14.13(0.05) | 16.59(0.14) | 14.19(0.05) | 16.68(0.13
500 || 14.17(0.05) | 16.73(0.14) || 14.17(0.05) | 16.48(0.13)
1000 || 13.56(0.05) | 17.04(0.13) | 14.06(0.05) | 16.27(0.11)

Table 1: Lower and upper bounds obtained via local regression k-nearest
neighbor estimators.

RVB error at “central" point x

RVS error at "shifted" point x

—M=10000
---M=50000

RMS (96)

L L L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 0

-
S
[0}
E ]

B — M=10000

5 -~-M=50000

0]

560 10‘00 1;ﬂ0 ZO‘UO ZS‘UO ZI;UO 35‘00 40‘00 45‘00 5000

Figure 1: Root-mean-square error (in %) of the estimators 557’}8000(35,0)
and 5538000 (x,0) for different number k of nearest neighbors at two points
2 = zgexp(—o? + ov/50Coi + o/61¢14) with (., = 0 (left) and ¢.; = 1.5

(right).

7 Appendix

7.1 Proof of Theorem 4

Proof. The statements hold trivially true for r = T. For r < T we have

Lo (7”)>7”Y7”* =1 (r)y>r

= 17’* (r)y>r

sup E?
acA,, TeX,

sup E2(
TE TT+1

T—1
ij(Xj7aj) + 9-(X7)| F;

j=r

7—1
ij(Xjaaj) +9-(X7)| &,

j=r

= 17.*(7»)>7nf7‘(X7‘7 a;(r))_‘_

+ 1 (r)>r

sup E&°() E, [
TE‘ZT-+1

(@51 (1))

T—1
N7 FXGar) + gr(X0)| Fra
j=r+1
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Table 2: Lower and upper bound via global regression estimator.

base functions Yoggég(%o Y 5oa000(SD) ‘
up to 2nd degree polynomials on g, (X)) 15.15(0.06) 15.75(0.10)
up to 3th degree polynomials on ¢,(X,) || 15.10(0.07) 15.62(0.07)
up to 4th degree polynomials on ¢,(X,) || 15.13(0.07) 15.70(0.09)
1, xWM . x9 g(x,) 15.01(0.07) | 15.76(0.08)
up to 2nd degree polynomials on
xM X9 g (x,) 15.09(0.06) | 15.55(0.07)

é 17*(T)>rf7‘(XT7 (I:: (7‘))“‘

Z [i(Xj,a5) + 9-(X7)| Frpa
Jj=r+1

17*(7“)>r E?*(T) sup E(ar+1(7’),___)

acA, 1, 7€% 41
1 >Tf7‘ XT7 a?“( )) + 17'*(7“)>7“ E(a*(r)va:+1(7’+l)7...) X
T (7’—1—1

Z f]( Jo ](T+1))+gT*(7‘+1)(XT*(7‘+1)) Fr
Jj=r+1

17-* >Tf7‘ Xr,ar( )) + 1 ( )>T Ea (7") T-‘rl 1 *(T)>T}/r*,

due to the Bellman property. Hence

1T*(7’)>T’Yr* = 17*(7’)>7’fr(X7“7 a;f(r))
E(a (r),az 1 (r+1),...) %

+1 T*(r)>r
*(r4+1)—
X Z fj( Js ](T+1))+gT*(T+1)(XT*(T+1)) Fr
j=r+1
from which the consistency relations follow. O
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