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Abstract

We study material models for rate-independent inelasticity in situations where
no internal length scale is given and formation of microstructure for the deformation
gradients and the internal variables may occur. We develop a rational procedure
for deriving consistent macroscopic models which allow for the computation of non-
trivial effective quantities without resolving the fine scales. The method involves
the relaxation of variational incremental problems which are derived from an elastic
and a plastic potential. We use Young measures to describe the microscopic dis-
tribution of the internal variables as well as the quasiconvexification of the elastic
stored-energy density with respect to the deformation gradient. The resulting model
provides a new rate-independent model in terms of the deformation and the Young
measure. The approach is based on a derivative free, energetic formulation using
one functional for elastic energy storage and one for the dissipation distance. The
latter is derived from a dissipation potential defining the dissipation distance be-
tween internal states and hence the Wasserstein distance between Young measures.
This approach is strongly linked to an associated time-incremental problem which
is a minimization problem of the type used for several years now in the engineering
literature. The update algorithm for the incremental problem is discussed in detail,
and two simple examples are given.

1 Introduction

The aim of this paper is to give a theoretical foundation to material models for elastic
bodies which are described by inelastic internal variables whose evolution is governed
by a rate-independent evolution law of the type of flow rules in plasticity. We refer
to [Ric71, HN75, ZW87] for the general setup of such models for generalized standard
materials. A special and important class of such models are those of elasto-plasticity,
[SO85, Sim88, MS92, Mie96, MAL02]. Here we especially restrict our attention to mod-
els which can be described by purely energetic consideration, i.e., there is an elastic
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potential which describes energy storage and there is a dissipation potential which de-
scribes how energy is dissipated. Such energetic descriptions lead in a natural way
to variational incremental update by minimizing an update functional. This approach
was studied extensively within the last five years, having applications in elasto-plasticity
[OR99, ORS00, CHM02, LMD03, Mie02a, Mie03a, HH03, Mie03b], in shape-memory al-
loys [KMS99, Gol01, MTL02, Kru02, GMH02, Rou02, MR03], in ferro-magnetism [RK02],
and in damage models [FM98, HSB02, KMR03].

Of course, such variational, incremental updates where used in the setting of infinites-
imal strains much earlier, for instance in Hencky plasticity and in the mathematical exis-
tence theory of Moreau [Mor76, Joh76]. For multiplicative plasticity the symmetry of the
consistent tangent operators in the incremental problems was also used a lot. Thus, it was
more or less implicitly clear that these incremental problems are in fact Euler-Lagrange
equations to an update functional. In general one should only expect that the solutions
are local minimizers of such a functional. Only for the convex case local minimizers are
also global minimizers. Our theory is based completely on the global minimization of the
update functionals. This is a major change in the model which leads to certain principal
advantages for the modeling and, especially, for the mathematical analysis.

Most prominently is the difficulty of finding a suitable definition for the term “local”, a
fact which is already discussed in the classical theory of calculus of variations where “weak
local minimizers” and “strong local minimizers” are quite different, see [Mor66, Dac89].
Since we want to describe the spontaneous formation of microstructure we certainly need
a notion of locality which allows for jumps in the deformation gradient which relates to
strong local minimizers. Unfortunately, until now no theory of strong local minimizers is
developed. Moreover, the notion of locality should be motivated on physical grounds, for
instance through viscous regularizations. For first mathematical attempts in this direction
we refer to [EM04], however, there is still a long way to make this theory accessible to
nonlinear continuum mechanics. Meanwhile, we use the more phenomenological approach
using global minimization and a suitably chosen dissipation potential, as in [MTL02,
Sect.3.1] it was shown that for simple examples local minimization can be replaced by
global minimization if the dissipation is increased in a corresponding way. Nevertheless,
the equations derived here form a new set of equations which sometimes provide different
solutions, see the discussion in Section 2.2.

In recent years the occurrence and evolution of microstructure has attracted the atten-
tion of quite a body of research, see e.g., [BJ87, MTL02, GMH02] for work in the field of
shape memory alloys. The present work was mainly motivated by experimental and nu-
merical observations in finite-strain elasto-plasticity, see [OR99, ORS00, CHM02, LMD03,
Mie02a, Mie03a, HH03]. Our aim is to develop a rational procedure for the derivation
of consistent macroscopic models which capture essential features of the microstructure
and thus allow for the computation of effective macroscopic quantities without resolving
the small length scales. In particular, we hope that our rather theoretical considerations
help to understand the general structure behind the modeling of microstructure evolution
in rate-independent models. Thus, we expect that this work can help to make numerical
computations more efficient.

We restrict our treatment to models were no material length scale is given, i.e., the
elastic stored energy ψ depends solely locally on the deformation gradient F = Dϕ and
internal variables z ∈ Z but not on their derivatives: ψ = ψ̂(x,F, z). We allow for
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models which are fully nonlinear to include cases like finite-strain elasto-plasticity where
the plastic deformation Fp with detFp = 1 is part of the internal variables; hence Z ⊂ Rm

may be a nonconvex set such that simple averages of microstructures are meaningless.
In addition to the elastic stored-energy density ψ̂ we postulate the existence of a

dissipation potential ∆ = ∆̂(z, ż) which is homogeneous of degree 1 in the rate ż. This
infinitesimal metric on Z defines a dissipation distance D on Z such that D(z0, z1) is the
minimal amount of energy dissipated when changing z from z0 to z1 along a continuous
path, see [Mie03b] for the first general description of this concept.

The rate-independent model is described by the flow rule associated with the dissipa-
tion potential ∆̂ and the elastic equilibrium condition. We will show that this is just the
class of generalized standard materials as defined in [HN75, Hac97].

Using the global dissipation distance D it is possible to formulate the model in terms
of a stability condition (S) and the energy equality (E), see [MT99, MT03, MTL02] for
its first occurrence. This framework has the major advantage that it does not make
any assumption on the smoothness of the constitutive functions or of the processes to
be described. Hence, it is particularly suited to describe systems where formation of
microstructure takes place. Moreover, there is a natural variational incremental problem,
which is defined via simultaneous minimization with respect to the deformation ϕ ∈ F and
the internal state z ∈ Z of the sum of the Gibbs’ energy and the dissipation distance. The
relevance of variational incremental problems was realized in several works independently,
cf. [MT99, OR99, Mie02a, CHM02].

The formation of microstructure is now seen in the non-attainment of minimizers of
the variational problem. The relaxation we propose relies on the well-developed theory
of relaxation of one variational problem. However several new features appear. First, the
minimization is done here with respect to the deformation whose gradient F = Dϕ occurs
in the elastic potential ψ̂ and the internal variable which appears in ψ̂ and D(zold, ·) locally
and without any derivatives. Second, the coupling of the internal states zold and znew in
one incremental step leads to a coupling of the microstructures between different time
levels. This is the only point where we make an additional modeling assumption. Our
approach will account only for dissipational losses if the distribution functions associated
with the microstructure changes but not if the distributions stay fixed while the texture
of the micro-pattern changes, see Section 6.1. All the other steps of our approach follows
directly from mathematical considerations and do not need further assumptions.

The underlying mathematical theory is that of Young measures where YM(Ω, Z) re-

places the classical set Z def
= { z : Ω → Z | z measurable } of internal states. A Young

measure µ is a map from Ω into the set Prob(Z) of probability distributions on Z and
hence can be seen as a function with takes distributed values occuring in a mesoscopic
representative volume elements. Hence, we consider the Young measure as a macroscopic
object. Our final model is then a formulation in terms of the macroscopic deformation ϕ

and the Young measure µ by suitably extending the elastic functional and the dissipation
distance to F×YM(Ω, Z).

Relaxations for one single minimization problem are well established and there is a
huge literature on this subject, including possible numerical implementations, see e.g.
[Dac89, Rou97, Kru98, DH98, AP00, Kru02, Gol01, BCH04]. However, there are almost
no results for the relaxation of time dependent problems. Our approach follows that
developed for shape-memory alloys in [MT99, MTL02]. A numerical implementation is
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given in [CP01, BCH04]. Closely related rate-independent models for ferro-magnetism
are studied and used numerically in [RK02, Rou02]. A similar approach was applied in
[FM98] to fracture in brittle materials.

A major point in our construction is that the relaxed problem on F×YM(Ω, Z) has
again a natural incremental variational problem. We give a detailed discussion of the
update algorithm associated with this incremental problem. The crucial part is the con-
trol of the correlations between the Young measures on subsequent time steps. Moreover,
the Young measure for z corresponds to a gradient Young measure for the microscopic
deformation gradient which has to be taken into account. We show how the calculation
of all the correlations between different Young measures can be reduced as much as possi-
ble. Nevertheless, even after discretization the remaining minimization problems remain
extremely complex.

Finally we provide two examples for our general abstract evolution law. The first
is concerned with a one-dimensional example of nonlinear elasto-plasticity involving the
multiplicative split of the deformation gradient. We will show that formation of mi-
crostructure occurs in this model. The second example is taken from [CT03] and concerns
two-dimensional rigid plasticity with a single slip system. For applications in N -phase
shape-memory alloys we refer to [MTL02, CP01, GMH02]. Numerical algorithms using
similar ideas as proposed here are implemented in two- and three-dimensional elasto-
plasticity, see [OR99, HH03, Mie02a, Mie03a, ML03].

2 Rate-independent material models

First we describe the general setup of our material models. They are given as the rate-
independent case of generalized standard materials described in terms of the deformation
and additional inelastic variables. Second we give a derivative-free energetic formulation,
which is based on two functionals and can be generalized to systems with microstructure.
Third we provide a time-incremental problem which consists of a sequence of minimization
problem with respect to the deformation and the inelastic variables.

2.1 Energy and dissipation functionals

The modeling concerns the two distinct physical effects of energy storage and energy
dissipation. The first is attributed to an elastic potential which may also include hardening
or latent energies and the second is attributed to frictional effects due to changes of the
internal variables.

We consider a body Ω ⊂ Rd which undergoes a deformation ϕ : Ω 7→ Rd such that
the deformation gradient F(x) = Dϕ(x) ∈ Rd×d lies in GL+(Rd) = { F ∈ Rd×d | detF >
0 }. Additionally there is a vector-valued internal variable z = (z1, . . . , zn) ∈ Z ⊂ Rn

which describes the internal state of the material. The elastic properties are given by
the dependence of the elastic potential ψ on (x,F, z) via ψ = ψ̂(x,F, z). For fixed

x and z we assume that the function ψ̂(x, ·, z): GL+(Rd) 7→ [0,∞) is coercive (i.e.,

ψ̂(x,F, z) → ∞ if (detF)−1 + |F| → ∞) and poly- or quasiconvex, see [Dac89, Rou97].
In addition, we describe boundary conditions and external loadings such that the total
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energy of a given state (ϕ, z) : Ω 7→ Rd × Rn at time t is given by the functional

E(t,ϕ, z) =
∫
Ω
ψ̂(x,Dϕ(x), z(x))dx − 〈`(t),ϕ〉,

where `(t) denotes the external loading and ϕ lies in the set F of admissible deformations

F = { ϕ : Ω 7→ Rd | ϕ|ΓDir
= ϕDir, Dϕ(x) ∈ GL+(Rd) on Ω }.

Throughout our notation is such that upper case calligraphic letters like E ,F ,Z, . . . as-
sociate with quantities which are defined over the spatial domain Ω.

A basic assumption of our rate-independent model will be that a solution process has
to be in a stable elastic equilibrium for all t ∈ [0, T ], i.e. ϕ(t, ·) : Ω 7→ Rd is a (local)
minimizer of E(t, ·, z(t, ·)) on F .

Changes of the internal variables during a slow loading or unloading process will give
rise to internal friction which dissipates energy via the dissipation rate ∆ ≥ 0. We make
the constitutive assumption

∆ = ∆̂(x, z, ż) ≥ 0 where ż(t, x) = ∂
∂t
z(t, x),

which also means that there are no other dissipation mechanisms in the model.
We call ∆ : Ω×TZ 7→ [0,∞] the dissipation potential [ZW87]. Rate-independency

is obtained by assuming homogeneity in ż of degree 1, namely ∆̂(x, z, αż) = α∆̂(x, z, ż)

for α ≥ 0. Furthermore, we assume that ∆̂(x, z, ·) : TzZ 7→ [0,∞] is convex and that ∆̂

satisfies ∆̂(x, z, v) ≥ c|v| for some c > 0. (Here TzZ denotes the tangent space of Z in

the point z.) Note that ∆̂(x, z, v) = ∞ is allowed to forbid softening or to include cases
where ż has to lie in a strict subspace of TzZ, like for ṖP−1 = dev symQ.

For each x ∈ Ω the dissipation potential ∆̂(x, ·, ·) defines a distance metric on Z via

D̂(x; z0, z1)
def
= inf{

∫ 1

0
∆̂(x, z(s), ż(s))ds | z ∈ C1([0, 1], Z), z(0) = z0, z(1) = z1 }.

Often ∆̂(x, ·, ·) : TZ → [0,∞] is called an infinitesimal (Finsler) metric on Z whereas

D̂ : Z×Z → [0,∞] is called the associated global metric or distance. To indicate the

globality, we will subsequently use the name dissipation distance for D̂.

The set of internal states is given by Z def
= { z : Ω → Z | z measurable }. We define a

(possibly unsymmetric) dissipation metric D on Z via

D(z0, z1)
def
=
∫
Ω
D̂(x; z0(x), z1(x))dx for z0, z1 ∈ Z.

From the above definition of D̂ it follows that D satisfies the triangle inequality

D(zold, znew) ≤ D(zold, z) + D(z, znew) for all z, zold, znew ∈ Z. (2.1)

Considering a process z : [0, T ] → Z the dissipation on an interval [t0, t1] is usually
defined by Diss(z; [t0, t1]) =

∫ t1
t0

∫
Ω

∆(x, z(t, x), ż(t, x)) dx dt. This notion relies on the
differentiability with respect to t. However, using the dissipation distance D from above
we have the alternative definition

Diss(z; [t0, t1])
def
= sup{

N∑
j=1

D(z(τj−1), z(τj)) |N ∈ N, t0≤τ0<τ1< . . .<τN≤t1 }, (2.2)

which does not contain any derivative.
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2.2 The derivative-free energetic formulation

As described above, our model is completely described by the elastic stored-energy density
ψ = ψ̂(x,F, z), and the dissipation potential ∆ = ∆̂(x, z, ż), and the external loadings
`(t).

Definition 2.1 A process (ϕ, z) : [0, T ] 7→ F×Z is called a solution of the above rate-
independent model, if (S) and (E) hold:

(S) [Stability] For all t ∈ [0, T ] we have

E(t,ϕ(t), z(t)) ≤ E(t, ϕ̂, ẑ) + D(z(t), ẑ) for all (ϕ̂, ẑ) ∈ F×Z.

(E) [Energy equality] For all t0, t1 with 0 ≤ t0 < t1 ≤ T we have

E(t1,ϕ(t1), z(t1)) + Diss(z, [t0, t1]) = E(t0,ϕ(t0), z(t0)) −
∫ t1

t0
〈 ˙̀(t),ϕ(t)〉dt.

It should be noted here that this energetic formulation does no longer depend on
the derivation of D from the dissipation potential ∆̂. It suffices to take any dissipation
distance D : Z×Z → [,∞] which satisfies the triangle inequality (2.1) and to define the
dissipation of a process via (2.2).

Our energetic formulation using (S) & (E) is a weak form of the classical local flow
rules for generalized standard materials ([HN75]). If a solution of (S) & (E) is sufficiently
smooth (i.e., ϕ : [0, T ] → F is continuous and the rate ż is defined), then the flow laws
are satisfied as well. The opposite is not true, see [Mie03b, Sect.5.3] for a counterexample.
Using the thermodynamically conjugate variables

T
def
= ∂

∂F
ψ̂(x,F, z) ∈ Rd×d and q

def
= − ∂

∂z
ψ̂(x,F, z) ∈ T∗

zZ

we find the local versions of (S) and (E):

(S)loc

{∫
Ω
T:Dudx = 〈`(t),u〉 for all u with u|ΓDir

= 0;

q(t, x) · v ≤ ∆̂(x, z(t, x), v) for all v ∈ Tz(t,x)Z.

(E)loc

∫
Ω

∆̂(x, z(t, x), ż(t, x))dx ≤
∫
Ω
q(t, x) · ż(t, x)dx.

Here TzZ denotes the tangent space to Z in z and T∗
zZ the dual space.

Defining the subdifferential of the convex function ∆̂(x, z, ·) : TzZ 7→ [0,∞) via

∂sub
v ∆̂(x, z, v) = { q ∈ T∗

zZ | ∆̂(x, z, v+ṽ) ≥ ∆̂(x, z, v) + q · ṽ for all ṽ ∈ TzZ }, (2.3)

we obtain the dual form of the flow rule from (E)loc and the second equation on (S)loc:

q(t, x) ∈ ∂sub
v ∆̂(x, z, ż) ⇐⇒ 0 ∈ ∂sub

v ∆̂(x, z, ż) + ∂
∂z
ψ̂(x,F, z). (2.4)

The elastic region is given via Q(x, z) = ∂v∆̂(x, z, 0) ⊂ T∗
zZ ⊂ Rn and the primal form of

the flow rule takes the form

ż(t, x) ∈ ∂subXQ(x,z(t,x))(q(t, x)) = Nq(t,x)Q(x, z(t, x)), (2.5)
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where XQ denotes the characteristic function of the set Q and NqQ(x, z) ⊂ TzZ denotes
the (outer) normal cone. This is an equivalent, mathematical form of the other two well-
known formulations of flow rules used more often in continuum mechanics. First there is
the variational inequality

〈ż(t, x), q(t, x)−q̂〉 ≥ 0 for all q̂ ∈ Q(x, z(t, x))

and, second, there are the Karush-Kuhn-Tucker conditions

ż = λ̇ ∂
∂q

Φ(z, q), Φ(z, ) ≤ 0, λ̇ ≥ 0, λ̇Φ(z, q) = 0,

where Φ : (x, z, q) 7→ R is the yield function defining the elastic domain Q(x, z) =
{ q | Φ(x, z, q) ≤ 0 }.

The first obvious advantage of our energetic formulation for rate-independent material
models is that neither the functionals E and D (and hence ψ̂ and ∆̂) nor the desired
solutions have to be differentiable. The only appearing derivative is that of the loading `.

The stability condition (S) has a clear mechanical interpretation. Letting ẑ = z(t)
we have D(z(t), ẑ) = 0 and the condition implies that ϕ(t) is the global minimizer of
E(t, ·, z(t)) on F , which gives the elastic equilibrium. Moreover, changing the internal
variable from z(t) to ẑ (and adjusting ϕ̂ optimally) the dissipation must be at least as large
as the elastic energy release. The internal variable z will change (and dissipate energy)
as soon as the elastic energy release is large enough to compensate for the dissipation.
Thus, (S) relates to the “principle of maximal dissipation”. The energy equality (E) has an
obvious interpretation, since the work of the external forces is given by the last term. This
abstract setting has applications in many rate-independent continuum models. We refer
to [KMS99, GMH02, MTL02] for applications to phase transformations in shape-memory
alloys.

2.3 The variational incremental problem

The second major advantages of the energetic formulation (S) & (E) is that it immediately
gives rise to a natural incremental algorithm where each step is realized as a variational
minimization problem. We discretize the time interval [0, T ] via 0 = t0 < t1 < . . . < tN =
T and give a stable initial condition (ϕ0, z0) ∈ F×Z:

(IP) [Incremental Problem]
For k = 1, . . . , N find iteratively (ϕk, zk) ∈ F×Z such that

(ϕk, zk) ∈ arg min
(ϕ,z)∈F×Z

(
E(tk,ϕ, z) + D(zk−1, z)

)
.

Here “arg min J” denotes the set of all global minimizers of the functional J , i.e., with

α = minu∈U J(u) we have arg min J
def
= { u ∈ U | J(u) = α }.

The fact that (IP) is very useful is manifested through the following result which states
that incremental solutions are always stable and satisfy a discretized version of the energy
equality; for the simple proof see [MT03, MTL02].
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Theorem 2.2 If (ϕ0, z0) ∈ F×Z is stable, i.e., (ϕ0, z0) ∈ arg min E(0, ϕ̃, z̃) + D(z0, z̃)
and if (ϕk, zk)k=1,...,N is a solution of (IP), then for k = 1, . . . , N we have

(i) stability of (ϕk, zk) at time tk, i.e., E(tk,ϕk, zk) ≤ E(tk, ϕ̂, ẑ) +D(zk, ẑ) for all (ϕ̂, ẑ),

and

(ii) the two-sided discretized energy estimate

E(tk,ϕk, zk) − E(tk−1,ϕk, zk) =
∫ tk

tk−1

∂
∂t
E(s,ϕk, zk)ds

≤ E(tk,ϕk, zk) − E(tk−1,ϕk−1, zk−1) + D(zk−1, zk)

≤
∫ tk

tk−1

∂
∂t
E(s,ϕk−1, zk−1)ds = E(tk,ϕk−1, zk−1) − E(tk−1,ϕk−1, zk−1).

For this theorem we just need that the (possibly unsymmetric) dissipation distance D
satisfies the triangle inequality (2.1).

An important feature of (IP) is the local occurrence of z (i.e. no gradients appear
in the integrand defining E+D). This can be used to work out the minimization in z

pointwise. We define the condensed potential Ψcond and the update mapping Ẑupdate via

Ψcond(zold; x,F)
def
= min

z∈Z

[
ψ̂(x,F, z)+D̂(x, zold, z)

]
,

Ẑupdate(x,F, zold)
def
= arg min

z∈Z

[
ψ̂(x,F, z)+D̂(x, zold, z)

]
.

(2.6)

and choose z = Ẑupdate(x,F, zold) such that this is a minimizer in the definition of Ψcond.

The new constitutive function Ψcond is uniquely defined by ψ̂ and ∆̂ and it contains
the most important information on the combined effect of the elastic storage and the
dissipational behavior of the material. See Section 8 for an explicit one-dimensional
example and [Mie03b, Mie03c] for an explicit two-dimensional example. Now we have

Econd
zk−1

(tk,ϕ)
def
= minz∈Z

(
E(tk,ϕ, z) + D(zk−1, z)

)

=
∫
Ω

Ψcond(zk−1(x); x,Dϕ(x))dx−〈`(tk),ϕ〉.
Thus, the kth step of (IP) is solved if we find a minimizer of E cond

zk−1
(tk, ·) on F . If ϕk is

such a minimizer, then (ϕk, zk) with zk(x) = Ẑupdate(x,Dϕk(x), zk−1(x)) is the desired
minimizer in (IP).

The minimization problem for E cond
zk−1

(tk, ·) has the standard form of a problem of non-

linear elasticity, where Ψcond(zk−1(x); x, ·) plays the role of the elastic potential. Important

features of ψ̂ and ∆̂ are inherited by Ψcond. For instance, if ψ̂ is frame indifferent, then so
is Ψcond, i.e. Ψcond(zold; x,F) = Ψcond(zold; x,RF) for all R ∈ SO(Rd). Similarly, material
symmetries are inherited.

However, other properties like the coercivity with respect to F are nontrivial and de-
pend on hardening properties. If coercivity fails, the solvability of (IP) is not guaranteed,
and we have to expect fracture or localization (shear bands), cf. [Mie03b]. Moreover,
quasi- and rank-one convexity may no longer hold for Ψcond(z; x, ·) and we have to expect
the formation of microstructure in infimizing sequences, see [OR99, CHM02].

If Ψcond(z; x, ·) is not quasiconvex, then there is a loading t 7→ `(t) such that
(IP) and consequently (S) & (E) does not have a solution, because of formation
of microstructure.

It is this problem which is the reason for developing our theory below.
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3 Two applications

We give two possible applications of the above theory which are well known to give rise to
the formation of microstructure. The first is the case of shape memory alloys, where the
internal variable z is a phase indicator taking values in the finite set of possible variants
of phases. In the second application we treat a model for finite strain plasticity, where
Z contains the matrix group of matrices with determinant 1. Other possible applications
involve damage models as treated in [FM98, HSB02, KMR03].

3.1 Shape-memory alloys

The phase transformations in shape-memory alloys can be described most easily by as-
suming that the material can choose be be in one of n different phases which are character-
ized by the phase indicator z ∈ Z = {1, . . . , n} and the associated stored energy densities

ψ = ψ̂(x,F, i). For instance, in the case of a cubic to tetragonal phase transformation we
have n = 4 where one phase is the austenite and there are three martensitic phases.

In addition to the elastic properties we also need to prescribe the dissipational behav-
ior. Since the internal variables are discrete, we cannot prescribe an infinitesimal metric
∆̂ but have to give the dissipation distance D̂ : Z×Z → [0,∞) directly. Hence, we have

to give constants D̂(i, j) ≥ 0 such that D̂(i, i) = 0 and the triangle inequality holds:

D̂(i, k) ≤ D̂(i, j) + D̂(j, k) for all i, j, k ∈ Z.

The value D̂(i, j) has the interpretation of an energetic threshold value which has to be
overcome in order to propagate an interface between phase i and j by a unit volume, see
[MTL02, GMH02] for more details.

In particular, it is easy to obtain simple examples where Ψcond is not quasiconvex.
Obviously we have

Ψcond(i; x,F) = min{ ψ̂(x,F, j) + D̂(i, j) | j ∈ Z }.

For instance, in the case ψ̂(F, j) = [E−εj]:C[E−εj] + γj, where E = 1
2
(F+F>)−I, rank-

one convexity does not hold whenever Ψcond(i; ·) is not identical ψ̂(x,F, i).
In these two references a relaxed, macroscopic problem is studied which is based on

phase fractions θj ∈ [0, 1]. Thus, Z is replaced by the polyhedron

Pn = { θ = (θ1, . . . , θn) ∈ Rn | θi ≥ 0,
∑n

j=1 θj = 1 }. (3.1)

We will show in Section 6.3 that this model is nothing as a special case of our general
relaxation by Young measures.

3.2 Finite strain elasto-plasticity

In the case of elasto-plasticity we need to give specific constitutive assumptions, in par-
ticular for the internal variables z ∈ Z. We follow here the recent papers [OR99, Mie02b]
and refer to [Mie03b] for more details.
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Multiplicative elasto-plasticity uses the splitting F = Dϕ = FeFp, where Fp is an
internal variable and Fe = FF−1

p is the part which accounts for elastic energy and stresses.
As internal variables we use

z = (P, p) ∈ SL(Rd)×Rm, with P = Fp and SL(Rd) = { P ∈ Rd×d | detP = 1 },

where p ∈ Rm denotes suitable hardening parameters. As shown in [Mie03b], P can be
taken from any matrix subgroup of GL(Rd). In, particular, we consider GL(R1) in Section
8.1 and { I + γe2⊗e1 | γ ∈ R } in Section 8.2.

For the constitutive functions ψ̂ and ∆̂ we now specify the associated symmetry con-
ditions. They involve the material symmetry group S ⊂ SO(Rd) and they are supposed
to hold for all (F,P, p) ∈ GL+(Rd)×SL(Rd)×Rm (for notational simplicity we suppress
the possible dependence on x ∈ Ω):

(Sy1) Frame indifference:

ψ̂(RF,P, p) = ψ̂(F,P, p) for all R ∈ SO(Rd) ;

(Sy2) Plastic indifference:

ψ̂(FG,PG, p) = ψ̂(F,P, p), ∆̂(PG, p, ṖG, ṗ) = ∆̂(P, p, Ṗ, ṗ) for all G ∈ SL(Rd);

(Sy3) Rate independency:

∆̂(P, p, αṖ, αṗ) = α∆̂(P, p, Ṗ, ṗ) for all α ≥ 0;

(Sy4) Material symmetry:

ψ̂(F,SP, τSp) = ψ̂(F,P, p) and ∆̂(SP, τSp,SṖ, τSṗ) = ∆̂(P, p, Ṗ, ṗ) for all S ∈ S.

The special assumption for elasto-plasticity is the “plastic indifference” (Sy2) which leads

to the multiplicative split in ψ̂ as well as to the correct time rates in the flow rules. We
find

ψ̂(x,F,P, p) = ψ̃(x,FP−1, p), ∆̂(x,P, p, Ṗ, p) = ∆̃(x, p, ṖP−1, ṗ), (3.2)

and the thermodynamically conjugated forces take the form

Q = − ∂
∂P
ψ̂(x,F,P, p) = P−>F> ∂

∂Fe
ψ̃(x,FP−1, p)P−> ∈ Rd×d,

q = − ∂
∂p
ψ̂(x,F,P, p) = − ∂

∂p
ψ̃(x,FP−1, p) ∈ Rm.

The elastic domain Q(x,P, p) associated to ∆̂(x,P, p, ·, ·) is the set of all thermody-
namic forces (Q, q) which are not strong enough to overcome the dissipational friction:

Q(x,P, p) = [∂(Ṗ,ṗ)∆̂(x,P, p, ·, ·)](0, 0), see (2.3). Using (Sy2) and the Lie-group structure

of SL(Rd), which gives

V ∈ TPSL(Rd) ⇐⇒ ξ = VP−1 ∈ sl(Rd)
def
= TISL(Rd) = { ξ ∈ Rd×d | trace ξ = 0 }.

This leads us to the plastically indifferent form of the elastic domain:

(Q, q) ∈ Q(x,P, p) ⇐⇒ (QP>, q) ∈ Q̃(x, p)
def
= Q(x, I, p). (3.3)

The flow rule (2.5) takes the form

(ṖP−1, ṗ) ∈ ∂XeQ(x,p)(QP>, q) = N(QP>,q)Q̃(x, p)

10



which is the well-known associative flow rule of multiplicative elasto-plasticity. It con-
tains the “plastically indifferent” plastic rate ṖP−1 as well as the “plastically indifferent”
conjugate force QP> = F>

e
∂

∂Fe
ψ̃(x,Fe, p).

In [CHM02, Sect.7] the following example for a condensed energy potential in the case
of classical isotropic von Mises plasticity with hardening is given. Let

ψ = ψ̃(Fe, p) = h(detFe) + µ
2

trF>
e Fe + a

2
p2 with h(δ) = λδ2/4−(λ/2+µ) log δ.

For the dissipation metric we choose

∆ = ∆̃(p, ξ, ṗ) = r‖ξ‖ for ξ = ξ>, tr ξ = 0 and ṗ+ ‖ξ‖ ≤ 0

and ∆̃(p, ξ, ṗ) = ∞ else. Then, Ψcond((I, 0); ·) : Rd×d → R is not rank-one convex. In
particular, the function α 7→ Ψcond((I, 0); I + αn⊗n) is nonconvex.

Thus, for this example the formation of microstructure is to be expected analytically.
In [HH03] the occurrence and evolution of microstructure is observed numerically.

4 Relaxation

The general philosophy of relaxation (see [Rou97]) is that of replacing a difficult (non-
convex) problem, which may be unsolvable, by a more general problem, which can be
solved easier than the original problem but still maintains the essential features of the
original problem. In particular, in problems developing microstructure one is interested
in deriving macroscopic models for generalized objects such that their spatial behavior is
better and small scales do not need to be resolved. The mathematical process is abstract
enough to allow for the identification of new macroscopic quantities and, hopefully, for
the derivation of evolution laws for these new quantities. Thus, an efficient calculation of
the macroscopic behavior of the essential features is possible.

4.1 Basic ideas of relaxation

We illustrate the concepts of relaxation with the help of a simple example, which however
relates to a single, static problem. Afterwards we return to incremental problems and
hence time-dependent problems. More details can be found in [Dac89, Rou97].

Consider the minimization for I on the set F = H1((0, 2)), where

I(ϕ) =
∫ 2

0
f(x, ϕ(x), ϕ′(x))dx− eϕ(2),

with f(x, ϕ, F ) = min{(F−1)2, (F+1)2}} + (ϕ−1
4
x2)2.

We first note that I does not have a minimizer, i.e., arg min I is empty. For this purpose
we use the convexification Iconv(ϕ) =

∫ 2

0
f conv(x, ϕ(x), ϕ′(x))dx− eϕ(2), where

f conv(x, ϕ, F ) = (ϕ−1

4
x2)2 +





(F−1)2 for F ≥ 1,

0 for |F | ≤ 1,

(F+1)2 for F ≤ −1.
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Since Iconv is strictly convex, it has a unique minimizer ϕ∗ on F which is given by

ϕ∗(x) =

{
1
4
x2 for x ∈ [0, 1],

1
4
x2 + 1

2
(1−e1−x) for x ∈ [1, 2].

In particular, we have the identity Iconv(ϕ∗) = minϕ∈F I
conv(ϕ).

However, we have also Iconv(ϕ∗) = infϕ∈F I(ϕ) � I(ϕ∗). To see the first identity it
suffices to construct a suitable infimizing sequence (ϕk)k∈N in F with I(ϕk) → Iconv(ϕ∗).
One such sequence is obtained by letting ϕk(x) = ϕ(x)∗ for x ∈ [1, 2] and taking ϕk(x) ∈
[ϕ∗(x), ϕ∗(x)+ 1

k
] with the additional restriction |ϕ′

k(x)| = 1 almost everywhere in (0, 1).
The point is that all function ϕ ∈ F satisfy I(ϕ) > inf I = I conv(ϕ∗). Each test-

function stays above the desired value, but one can get as close as one likes. To approach
this infimum the functions have to develop more and more structure. It can be shown
that every infimizing sequence converges uniformly to ϕ, i.e., sup[0,2] |ϕk(x)−ϕ∗(x)| → 0
for k → ∞. However, the gradients ϕ′

k(x) will oscillate wildly for x ∈ (0, 1), since we want
to have simultaneously |ϕk(x)| ≈ 1 and

∫ x2

x1
ϕ′

k(x)dx ≈ ϕ∗(x2)−ϕ∗(x1) = x2+x1

2
(x2−x1).

A triple (F,J , I) is called a relaxation of (F , I), if the following conditions hold.
(r1) J is an embedding of F into F, such that J (F) is dense in F.

(r2) J(ψ) = inf{ lim infk→∞ J(ϕk) | J (ϕk)
F−→ ψ }.

For a given problem there are many relaxations. In our above example I conv is the
relaxation associated with the choice F = F . In this case I = I conv is simply called the
lower semicontinuous envelope. This standard relaxation is especially useful if we are only
interested in the macroscopic quantities of almost minimizers, since they are given via ϕ∗.
However, if we need information on the microstructure other relaxations are better.

One such relaxation is the Young measure relaxation which will be discussed in Section
5 in more detail. For the present example we consider F to be the set of pairs (ϕ, ν)
such that ϕ ∈ F and ν : [0, 2] → Prob(R) (set of probability measures on R) with the
compatibility condition ϕ′(x) =

∫
R
Fν(x, dF ) (mean value). Denoting by δA ∈ Prob(R)

the Dirac distribution located in A ∈ R (i.e.,
∫

R
f(F )δA(dF ) = f(A)), we define the

embedding J in the canonical way

J :

{
F → F,

ϕ 7→ (ϕ, δϕ′).

Moreover, we define the relaxed functional I via

I((ϕ, ν)) =

∫ 2

x=0

∫

F∈R

f(x, ϕ(x), F )ν(x, dF )dx.

The important point is now that convergence in F can lead to ν-components which are
no longer Dirac distributions, which may be thought of a functions with uncertain values.
In particular, for the above problem every infimizing sequence (ϕk) has the property that
it J (ϕk) converges, namely

J (ϕk) = (ϕk, δϕ′

k
)

F−→ (ϕ∗, ν∗) with ν∗(x) =

{
2−x
4
δ−1 + 2+x

4
δ+1 for x ∈ (0, 1),

δϕ∗′(x) for x ∈ (1, 2).
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Of course, we have (ϕ∗, ν∗) ∈ arg min(ϕ,ν)∈F I((ϕ, ν)).
The solution (ϕ∗, ν∗) to this relaxed problem contains information on the microstruc-

ture which is needed to realize solutions ϕk which are almost minimizing. For x ∈ (0, 1)
we see that in a microscopically small neighborhood of x, i.e., |y−x| ≤ δ � 1 the gradients
ϕ′

k(y) have to be either close to −1 or to +1, where the proportion for being close to −1
is 2−x

4
and that for +1 is 2+x

4
. It is exactly this kind of information whose evolution we

want to understand in the time-dependent setting.

4.2 Relaxation of incremental problems

We return to the abstract setting of inelasticity with the internal variable z ∈ Z and the
energetic formulation of the rate-independent model. Based on the associated incremental
problem we formulate basic properties of suitable relaxations. Formation of microstruc-
ture occurs, if minimization problems have no solution, cf. [BJ87, CHM02]. This effect is
due to material instabilities. We say that the incremental problem (IP) has no solution,
if the infimum

αk = inf(ϕ,z)∈F×Z

(
E(tk,ϕ, z) + D(zk−1, z)

)

is not attained, i.e., there is no (ϕ, z) ∈ F×Z with αk = E(tk,ϕ, z)+D(zk−1, z). In this
situation we may consider the following approximate incremental problem.

(AIP)ε Given ε > 0 and z0 ∈ Z, find (ϕε
k, z

ε
k) ∈ F×Z with

E(tk,ϕ
ε
k, z

ε
k) + D(zε

k−1, z
ε
k) ≤ ε+ E(tk,ϕ, z) + D(zε

k−1, z) for all (ϕ, z) ∈ F×Z.

Obviously, this problem has solutions for all ε > 0. The difficult, remaining question is
how the solutions (ϕε

k, z
ε
k) behave for ε → 0. As we have seen in the above example,

we cannot expect pointwise convergence but certain macroscopic quantities should have
limits for ε → 0. To define an abstract notion of relaxation we introduce a generalized

convergence “
W−→” on an enlarged space W. As above, this space is connected to F×Z

via a continuous embedding J : F×Z 7→ W. Prototypes of such embeddings are convex
locally compact embeddings as given in [Rou97, Rou00]. Moreover, generalized functionals
E : [0, T ]×W → R and D : W×W → [0,∞] replace the elastic functional E and the
dissipation distance D. We define the associated incremental problem for the initial
datum w0 ∈ W and the time discretization 0 = t0 < t1 < . . . < tN = T as follows.

(RIP) [Relaxed incremental problem]
Let w0 ∈ W be given. For k = 1, . . . , N find iteratively wk ∈ W such that

wk ∈ arg minw∈W

(
E(tk, w)+D(wk−1, w)

)
.

We do not ask for the conditions D(J (0, z0),J (0, z1)) = D(z0, z1) and E(t,J (ϕ, z)) =
E(t,ϕ, z). Hence, in general the relaxation will not be an extension.

Definition 4.1 A 4-tuple (W,J ,E,D) as defined above is called a lower (or upper)
incremental relaxation of (F×Z, E ,D) if the following four conditions hold:
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(R1) [Solvability] For each w0 ∈ W the relaxed incremental problem (RIP) has a solution.

(R2) [Approximation] J (F×Z) is dense in W.

(R3) [Incremental consistency] If (ϕk, zk)k=1,...,N solves (IP), then J (ϕk, zk)k=1,...,N solves
(RIP); and vice versa, if (wk)k=1,...,N satisfies wk = J (ϕk, zk) and solves (RIP), then
(ϕk, zk)k=1,...,N solves (IP).

(R4)low [for a lower incremental relaxation] For each solution (wk)k=1,...,N of (RIP), there

exist solutions (ϕε
k, z

ε
k)k=1,...,N of (AIP)ε with J (ϕε

k, z
ε
k)

W−→ wk for ε→ 0.

(R4)upp [for an upper incremental relaxation] If J (ϕε
k, z

ε
k)

W−→ wk and (ϕε
k, z

ε
k)k=1,...,N

solves (AIP)ε, then (wk)k=1,...,N solves (RIP).

Our definition implies that the relaxed problem has to be of the same energetic kind as
the original one; we just give up the clear distinction between ϕ ∈ F and z ∈ Z. Condition
(R1) forces us to consider only useful relaxations, namely those which have solutions. If
the original problem is already solvable, then we can choose W = F×Z, E = E and
D = D, since no relaxation is necessary. Condition (R2) says that the new state space
W should not be unnecessarily big in the sense that every w ∈ W can be approximated

by a sequence (ϕε, zε)ε>0 of classical elements in F×Z, i.e., J (ϕε, zε)
W−→ w for ε → 0.

Condition (R3) is very important as it says that the relaxation must maintain classical
solutions, if they exist for (IP) or if they are found by solving (RIP). Conditions (R4)low

and (R4)upp link the rate-independent evolution of (F×Z, E ,D) to that of (W,E,D) via
the approximate incremental problem (AIP)ε.

4.3 The relaxed time-continuous problem

Moreover the relaxed incremental problem (RIP) can be interpreted as the incremental
problem associated to the following relaxed energetic formulation of a rate-independent
time-continuous problem: The function w : [0, T ] 7→ W is called a solution of the
relaxed problem (W,E,D), if (S) and (E) are satisfied:

(S) Stability For all t ∈ [0, T ] and all w̃ ∈ W we have

E(t, w(t)) ≤ E(t, w̃) + D(w(t), w̃).

(E) Energy equality For all 0 ≤ t1 < t2 ≤ T we have

E(t1, w(t2)) + Dissrel(w; [t1, t2]) = E(t1, w(t1)) −
∫ t2

t1
〈 ˙̀(s),Φ(w(s))〉ds.

Here ϕ = Φ(w) is the macroscopic deformation ϕ associated to the generalized limit w ∈
W. The relaxed dissipation is given by Dissrel(w; [t0, t1]) = sup

∑N
j=1 D(w(τj−1), w(τj))

where the supremum is taken over all N and all discretizations t0 ≤ τ0 < . . . < τN ≤ t1.
A further desirable property for relaxations is the consistency for the time continuous

problem:
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(R5) [Time-continuous consistency] If (ϕ, z) : [0, T ] 7→ F×Z solves (S) & (E), then
J (ϕ, z) : [0, T ] 7→ W solves (S) & (E); and vice versa, if w : [0, T ] 7→ W satisfies
w(t) = J (ϕ(t), z(t)) and solves (S) & (E), then (ϕ, z) : [0, T ] 7→ F×Z solves (S) &
(E).

Another way to define relaxations for rate independent problems of the type (S) & (E)
is proposed in [The02]. This definition avoids totally the usage of incremental problems
but needs instead a sequence of approximation operators Sn : W 7→ F×Z such that:

(R.i) For all (ϕ, z) ∈ F×Z we have Sn(J (ϕ, z))
W−→ (ϕ, z) for n→ ∞.

(R.ii) For all t ∈ [0, T ] and all w ∈ W we have E(t,Sn(w)) → E(t, w) for n→ ∞.
(R.iii) For all wold, wnew ∈ W we have D(Sn(wold),Sn(wnew)) → D(wold, wnew) for n→ ∞.

An application of this theory to phase transformations is given in [The02].

5 Young measures

A special relaxation can be given by using Young measures which were introduced into
the field of continuum mechanics in [BJ87] and were further developed in the last 15 years,
see e.g., [Rou97]. One particular instance of the relaxation developed below was studied
in [MT99, GMH02, MTL02], where phase transformations in shape-memory alloys were
studied. In our terminology of micro-, meso- and macroscopic scales we consider the Young
measure as macroscopic object which is obtained by averaging microscopic fluctuations
over mesoscopic representative volume elements, see the discussion in the paragraph after
(5.2). After introducing the main notations for Young measure, we introduce the so-
called Wasserstein distance on measures which measures the minimal dissipation distance
between two Young measures. Finally we will study gradient Young measures which arise
as Young measures for the deformation gradient.

5.1 Basic notations for Young measures

We begin by recalling the definition and properties of Young measures, for more details
see [Rou97, Mie99]. Recall that Z is assumed to be a closed subset of Rn (which is not
necessarily convex, like SL(Rd) ⊂ Rd×d) and let Zp = { z ∈ Lp(Ω) | z(x) ∈ Z a.e. } for
p > 1. We consider sequences of functions (zj)j∈N with zj ∈ Zp, which may be obtained
from an infimizing sequence in some incremental problem. In general, we may only expect
weak convergence, i.e., there exist z∞ ∈ Lp(Ω,Rn) such that for all h ∈ C0(Ω,Rn) we have

∫
Ω
zj(x) · h(x)dx →

∫
Ω
z∞(x) · h(x)dx for j → ∞. (5.1)

A major problem with weak convergence is that it is not compatible with nonconvexity
of Z. In general the weak limit z∞ does not lie in Zp. For instance, detPj ≡ 1 does not
imply detP∞ ≡ 1.

Weak limits are obtained by simple averages over mesoscopic test regions x0+εQ,
where Q = (0, 1)d, and the subsequent limit j → ∞. In particular, (5.1) is equiv-
alent to the following convergence: for all x0 ∈ Ω and ε > 0 small enough we have∫

x0+εQ
zj(x)dx →

∫
x0+εQ

z∞(x)dx for j → ∞.
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The Young measure does not average over these test regions but rather measures how
the values z(x) are distributed throughout the test regions x0+εQ. Denote by Prob(Z)
the set of all probability measures on Z (contained in the set of Radon measures C0(Z)∗ =
Lin(C(Z)0,R)):

Prob(Z)
def
= { ν measure on Z | ν ≥ 0,

∫

Z

ν(dz) = 1 }.

The Young measures on Ω with values in Z are given by

YM(Ω, Z)
def
= { µ : Ω 7→ Prob(Z) | µ is weakly measurable }.

We say that the sequence (zj)j∈N generates the Young measure µ (written zj YM−→ µ) if
for each x0 ∈ Ω and sufficiently small ε and every function g ∈ C0(Z,R) we have

∫
x0+εQ

g(zj(x))dx →
∫

x0+εQ

∫
Z
g(z)µ(x, dz)dx for j → ∞. (5.2)

A function x 7→ z(x) can be considered as a Young measure by letting µ(x) = δz(x) where
δa denotes the point mass in a, i.e. δa(A) = 1 if a ∈ A and 0 else.

In the above considerations we consider the small cubes x+εQ as mesoscopic represen-
tative volume elements which have side length ε > 0. On the one hand, the value ε > 0
is bigger than the microscopical fluctuations which appear in the sequence zj : Ω → Z
for j sufficiently large. On the other hand ε is smaller than the typical length scale on
which the Young measure µ(x) ∈ Prob(Z) varies with the macroscopic variable x ∈ Ω.
In mathematical terms this is expressed in the fact that the limit j → ∞ has to be done

before the limit ε → 0. If zj YM→ µ we have, for all measurable W ⊂ Z and almost every
x ∈ Ω, the identity

µ(x,W ) =
∫

z∈W

µ(x, dz) = lim
ε→0

ε−d lim
j→∞

vol({ y ∈ x+εQ | zj(y) ∈ W }) .

In the sequel we will often consider probability measures on a product space Z1×Z2

which then is denoted by Prob(Z1×Z2) (or even Prob(Z1×Z2×Z3) for a triple prod-
uct space); the associated set of YMs is denoted by YM(Ω, Z1×Z2). A measure ν ∈
Prob(Z1×Z2) denotes a joint distribution of the two variables z1 ∈ Z1 and z2 ∈ Z2. Often
it is necessary to extract the so-called marginal distributions νj = Mjν ∈ Prob(Zj)
which give the simple distribution of zj ∈ Zj neglecting the correlations to z3−j . Explicitly
ν1 is defined via its action on test functions g : Z1 → R, i.e.,

∫

Z1

g(z1)ν1(dz1) =

∫

Z1×Z2

g(z1)ν(dz1, dz2) for g ∈ C0(Z1,R).

Similarly ν2 = M2ν ∈ Prob(Z2) is defined via integrating out the variable z1. We may
also use the more intuitive form

M1ν = ν1 =

∫

z2∈Z2

ν(·, dz2) and M2ν = ν2 =

∫

z1∈Z1

ν(dz1, ·).

Clearly Mj can be seen as a projection on the space of all measures. For a linear combi-
nation of Dirac masses ν =

∑n
k=1 αkδ(zk

1 ,zk
2 ) we simply obtain νj =

∑n
k=1 αkδzk

j
.
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5.2 The Wasserstein distance between measures

Given a (dissipation) metric D̂ : Z×Z 7→ [0,∞], we want to generalize it to a metric D
on the space of Young measures which satisfies D(δz0 , δz1) = D(z0, z1) for all z0, z1 ∈ Z.
Moreover, it should fit to the microscopic observation that microscopic changes from z0 to
z1 can be arranged in the mesoscopic region x0+εQ in an optimal way. Here optimality is
meant in the sense of minimal dissipation. Assume that at time level tk−1 at a macroscopic
point x ∈ Ω the microscopic distribution of z is given via µk−1(x) ∈ Prob(Z) and that
this distribution has to be changed into µk(x). Assuming that both distributions are
realized on the mesoscopic region x+εQ via functions zε

k−1, z
ε
k : x+εQ → Z, we have a

lot of freedom to choose these functions to make the dissipation minimal. Note that the
dissipation only depends only the distribution of the values zε

j inside of Z but not on the
microstructural arrangement of zε

j as a function from x+εQ into Z.
This leads directly to the so-called Wasserstein distance between two probability mea-

sures. By DWass we denote the Wasserstein metric on Prob(Z) which associates to D̂:

DWass(x, ν0, ν1) = inf
{ ∫

Z×Z
D̂(x, z0, z1)η(dz0, dz1)

∣∣∣ η ∈ Prob(Z×Z),

ν0 = M1η, ν1 = M2η
}
.

(5.3)

For given ν0, ν1 ∈ Prob(Z) we have to transport the mass from the start distribution ν0

to the final distribution ν1. Here η ∈ Prob(Z×Z) is a probability measure such that
η(dz0, dz1) gives the amount of mass which from a neighborhood of z0 is transported into

a neighborhood of z1. We have to infimize the associated dissipation D̂ with respect to η
under the given initial and final distributions.

We illustrate this by calculating the distance between two measures which have mass
only in finitely many points, i.e., νj =

∑mj

k=1 α
j
kδzj

k
with zj

k ∈ Z, αj
k ≥ 0 and

∑mj

k=1 α
j
k = 1.

For the distance the associated transport measures take the form η =
∑m0

k=1

∑m1

l=1 βk,lδz0
k
,z1

l
,

where βk,l ∈ [0, 1] is the mass which is transported from z0
k to z1

l . Thus, we find

DWass(x, ν0, ν1) = min{
m0∑
k=1

m1∑
l=1

βk,lD̂(x, z0
k, z

1
l ) | βk,l ≥ 0,

m0∑
k=1

βk,l = α1
l ,

m1∑
l=1

βk,l = α2
m }.

Thus, calculating the Wasserstein distance is a classical linear programming problem for
the case of measures with finitely many mass points.

The Wasserstein metric has a dual representation (which is well-known in probability
theory) using Lipschitz continuous functions, cf. [Rac91, Mie99]:

DWass(x, ν0, ν1) = sup{
∫

Z
g(z) ν1(dz) −

∫
Z
g(z) ν0(dz) | g ∈ C0(Z,R),Lip bD(g) ≤ 1 }

where Lip bD(g) = supz1,z2∈Z |g(z1)−g(z2)|/D̂(x, z1, z2). Hence, DWass can be understood
as the restriction of a Banach-space norm to the convex set Prob(Z). This definition
of the norm is very useful in theoretical considerations but is less useful for the actual
computation of the distance.

For two Young measures µ0, µ1 ∈ YM(Ω, Z) we define the dissipation distance via

D(µ0, µ1) =
∫

x∈Ω
DWass(x, µ0(x), µ1(x))dx,

which is an integral over a function which is local in the macroscopic variable x ∈ Ω.
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5.3 Gradient Young measures

There is a special case of Young measures, namely those which are generated by sequences
which are gradients of functions, like the deformation gradients in continuum mechanics
Fj = Dϕj ∈ Rd×d. The Young measures obtained as limits from gradients form a subset
of all Young measures and are called gradient Young measures (GYM). They are
characterized as follows (cf. [KP94, Rou97]):

γ ∈ GYM(Ω,Rd×d) ⇐⇒
{

There exists ϕ : Ω 7→ Rd such that for almost

every (a.e.) x ∈ Ω we have γ(x) ∈ Probgrad
Dϕ(x)(R

d×d),

where

Probgrad(Rd×d)
def
=
{
ν ∈ Prob(Rd×d)

∣∣∣ for all quasiconvex h : Rd×d 7→ R

we have h(
∫

Rd×d G ν(dG)) ≤
∫

Rd×d h(G) ν(dG)
}

and Probgrad
F (Rd×d)

def
= { ν ∈ Probgrad(Rd×d) |

∫
Rd×d G ν(dG) = F }.

(5.4)

We shortly write γ ∈ GYMϕ(Ω,Rd×d) if γ(x) ∈ Probgrad
Dϕ(x)(R

d×d) for a.e. x ∈ Ω.1

The above condition γ(x) ∈ Probgrad
Dϕ(x)(R

d×d) is essential as it reflects the information

of compatibility of different gradients. For instance, ν = θδA+(1−θ)δB with θ ∈ (0, 1)
and A,B ∈ Rd×d lies in Probgrad(Rd×d) if and only if rank(A−B) ≤ 1. In contrast
to Prob(Rd×d) and YM(Ω,Rd×d), the sets Probgrad(Rd×d) and GYM(Ω,Rd×d) are no
longer convex which makes calculations with GYM much more difficult than those with
simple YM. However, for fixed F the set Probgrad

F (Rd×d) is convex, and consequently
GYMϕ(Ω,Rd×d) is convex for fixed ϕ.

A welcome feature of GYM is that the the condition γ(x) ∈ Probgrad
Dϕ(x)(R

d×d) is local
in the macroscopic space variable x. The only coupling between the different measures
γ(x) occurs through the mean value Dϕ(x) which has to be a gradient. Moreover, all
sets Probgrad

F (Rd×d) can be obtained by translating Probgrad
0 (Rd×d), i.e., Probgrad

F (Rd×d) =

TFProbgrad
0 (Rd×d) where (TFν)(A) = ν(A−F) for all A ⊂ Rd×d. This can be used in

finite-element calculations, since most computations can be done parallel in each element.

A major problem is that the set of quasiconvex functions appearing in the definition
of Probgrad is not well understood. The construction of approximating sequences with
classical functions or other approximations are rather easy for usual YM, but very difficult
and not really understood for GYM, see [KP94, Rou97]. This is due to the fact that the
set of quasiconvex functions h : Rd×d → R is not understood at the first place.

5.4 Sequential laminates

There is one nontrivial construction for GYM which are called sequential laminates. It is
known that the closure of the set of sequential laminates (infinite sequential laminates) is a

1For mathematical reasons the above definitions have to be made more precise, such that the in-
tegrals

∫
Rd×d h(G) ν(dG) are well-defined. For instance, one can restrict to measures ν such that∫

Rd×d 1+|G|pν(dG) < ∞ and then considers only quasiconvex functions h with |h(G)| ≤ C(1+|G|p).
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strict subset of all GYM. However, so far it is the only set which is computationally acces-
sible. Moreover, experimental observations show that almost all observed microstructures
have the form of sequential laminates with one up to three levels of laminates.

The basic lamination construction works as follows. For j = 1, 2 consider µj ∈
GYMϕj

(Ω,Rd×d) such that rank(Dϕ1(x)−Dϕ2(x)) ≤ 1. Then, for all functions θ ∈
L∞(Ω, [0, 1]) the YM µ = θµ1+(1−θ)µ2 lies in GYMϕ(Ω,Rd×d), where ϕ = θϕ1+(1−θ)ϕ2.
To show this one has to combine the two different microstructures in a laminated fashion
to form a new microstructure. Using F1(x)−F2(x) = a(x)⊗n(x), one forms on mesoscopic
patches fine laminates with normal vector n(x) and relative volumes θ(x) and 1−θ(x).
The condition F1(x)−F2(x) = a(x)⊗n(x) is needed to guarantee compatibility.

Starting with a trivial GYM of the form µj = δDϕj
and applying this process sev-

eral times leads to more and more complicated GYMs. This process is called sequential
lamination. It is known that this procedure does not yield all possible GYM, however,
the reachable set seems to be sufficiently rich for applications. We refer to [BJ87, Kru98,
OR99, ORS00, AP00, Gol01, GMH02] for more details.

Finally, we indicate how this procedure can be used for measures which have mass only
at finitely many points. Obviously we have δF ∈ Probgrad

F (Rd×d) and for each α ∈ (0, 1),
a ∈ Rd and n ∈ Rd with |n| = 1 the two matrices

F1 = F + (1−α)a⊗n and F2 = F − αa⊗n

are compatible since F1−F2 = a⊗n. This splitting procedure of δF into αδF1+(1−α)δF2 ∈
Probgrad

F (Rd×d) is called branching in [ORS00]. Replacing F1 and F2 by similar laminates
we reach a GYM which has mass in four points, also called leaves. After finitely many steps
we reach a general measure ν =

∑N
1 αkδFk

which lies in Probgrad
F (Rd×d). Moreover, such

sequential lamination can be associated with a tree, where every branch point corresponds
to a replacement of one gradient by a compatible pair. Since Probgrad

F (Rd×d) is a convex
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Figure 5.1: A lamination tree with four leaves and the associated sequential laminate

set, we may also take convex combinations of several lamination trees associated with F.
For a given F a tree with k branchings lies in a 2kd-dimensional manifold, since at

each branch-point the weight α ∈ (0, 1) and the vectors a,n ∈ Rd with |n| = 1 can be
chosen freely. The construction of such measures is embedded in minimization problems
arising from the incremental problems; hence it will be of importance to understand how
the trees can be modified by changing the weights α, the jump vector a and the normal
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vector n as well as by adding further branches or, to keep complexity as small as possible,
by cutting of branches (called pruning) if their weight is too small, see Section 7.4.

6 Separate relaxation

6.1 Abstract separate relaxation

Whereas relaxation of single minimization problems is a standard tools nowadays, the
relaxation of time-dependent or incremental problems is not developed as much. There
are rather ad hoc methods in certain fields, but no general strategy seems to be available.
We refer to [Ott98, Bre99, Bre00, MTL02] for such results.

Here we suggest a formal mathematical approach, which has the advantage that it
is relatively simple and stays in the framework of variational incremental problems as-
sociated with energetic formulations. In particular, when this approach is made con-
crete within the field of Young measures, it leads to the models treated by engineers
[OR99, ORS00, Mie03a, ML03].

The separate relaxation is obtain by embedding F×Z via J densely into a larger
space W. The relaxed functionals E and D are abstractly defined as relaxation of E and
D, respectively, in the sense of Section 4.1:

E(t, w) = inf{ lim inf
m→∞

E(t,ϕm, zm) | J (ϕm, zm)
W−→ w },

D(w0, w1) = inf{ lim inf
m→∞

D(z0,m, z1,m) | J (ϕ, z0,m)
W−→ w0, J (ϕ, z1,m)

W−→ w1 }.

We call this separate relaxation, since in the relaxation process the energy storage and the
energy dissipation are treated completely separately from each other. These functionals
are given as the smallest possible limit of all sequences of classical functions producing
the correct limit in W.

This abstract setting is not very useful for practical purposes unless the form of E and
D is made more specific. However, we obtain a general result in terms of relaxation.

Theorem 6.1 If for all z0, z1 ∈ Z we have D(J (0, z0),J (0, z1)) = D(z0, z1) and if further
technical assumptions hold, then the relaxation defined via W, J , E and D satisfies the
properties (R1)–(R3) in Definition 4.1 as well as (R5).

Proof: The existence of minimizers for the incremental problem E(t, z)+D(zold, z) →min
is solvable since by construction E(t, ·) and D(zold, ·) are weakly lower semicontinuous.
Suitable assumptions give coercivity as well, hence infimizing sequences have a weak limit
which is a minimizer.

The consistencies (R3) and (R5) follow from the fact that the relaxation satisfies

inf{ E(t,ϕ, z)+D(zold, z) | (ϕ, z) ∈ F×Z } = inf{ E(t, w)+D(J (0, zold), w) | w ∈ W }

for all t ∈ [0, T ] and zold ∈ Z. Hence, stability in F×Z already implies stability in W.

A major problem in the theory is that we do not understand under what conditions
the separate relaxation also satisfies the properties (R4)low or (R4)upp. The problems arise
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from the fact that, depending on the choice of W, we lose some or more information on
the microstructure in step k−1 and just remember wk−1 ∈ W. For instance, if W is the
Young measure relaxation discussed in the next subsection, we only remember mesoscopic
volume fractions of the infimizing sequence (zε

k−1)ε>0 and lose information of their micro-
scopic arrangements (micropattern). Hence, our generalized dissipation distance D may
underestimate the dissipation if the distribution of the fluctuation changes only little but
the micropattern changes a lot. However, in situations we have in mind (elasto-plasticity
or shape-memory alloys) there is strong evidence that changes of the micro pattern are
always dominated by changes in the mesoscopic distribution. For instance laminates will
not rotate with given phase portions they rather grow by changes in the relative phase
portion.

Hence, we believe that the separate relaxation is a reasonably good model. In [The02]
it is proved mathematically for a two-phase shape-memory model that the separate re-
laxation is an exact relaxation satisfying (R4)low.

6.2 Separate Young-measure relaxation

The abstract separate relaxation can be make explicit by choosing W suitably. We propose
a relaxation which uses the weak convergence in F ⊂ W1,p(Ω,Rd) and the Young measures
µ ∈ YM(Ω, Z) to replace the states z ∈ Z. Hence, in the abstract setting we let

w = (ϕ, µ) ∈ F×YM(Ω, Z) =: W and J (ϕ, z) = (ϕ, δz).

For the convergence in W we choose the definition (ϕj, µj)
W−→ (ϕ∞, µ∞) if and only if

{
ϕj ⇀ ϕ∞ in W1,p(Ω,Rd) and

∀ g ∈ C0(Z) :
∫

Z
g(z)µj(dz) ⇀

∫
Z
g(z)µ∞(dz) in L1(Ω).

The convergence µj YM→ µ∞ as defined above is also called Young measure convergence and
it makes the set {δz |z ∈ Z} dense in YM(Ω, Z), cf. Section 4.1 and [Dac82, Bal89, Rou97].

The relaxed functionals are abstractly defined as Young-measure relaxation separately
for E and D:

E(t,ϕ, µ) = inf{ lim inf
m→∞

E(t,ϕm, zm) | J (ϕm, zm)
W−→ (ϕ, µ) },

D(µ0, µ1) = inf{ lim inf
m→∞

D(z0,m, z1,m) | δz0,m

YM→ µ0, δz1,m

YM→ µ1 }.

This relaxation is useful since it allows for integral representations of the relaxed func-
tionals. These follow from abstract results as given in [Dac82, Rou97, MTL02].

Theorem 6.2 Under suitable technical assumptions the relaxed functionals have the form

E(t,ϕ, µ) =
∫
Ω

Ψrel(x,Dϕ(x), µ(x))dx− 〈`(t),ϕ〉,
D(µold, µnew) =

∫
Ω
DWass(x, µold(x), µnew(x))dx,

with DWass from (5.3) and the relaxed potential Ψrel is given by

Ψrel(x,F, ν) = inf
{ ∫

(0,1)d ψ̂(x,F+Dϕ(y), z(y))dy
∣∣∣ ϕ ∈ W1,∞

0 ((0, 1)d),

ν(A) = vol({ y | z(y) ∈ A }) for all A ⊂ Z
}
.

(6.1)
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Moreover, for each µ0 ∈ YM(Ω, Z) the relaxed incremental problem

(RIP) (ϕk, νk) ∈ arg min
(ϕ,µ)∈F×YM(Ω,Z)

E(tk,ϕ, µ) + D(µk−1, µ)

is solvable, i.e., the solutions (ϕk, νk) ∈ F×YM(Ω, Z) exist for k = 1, . . . , N .

The computational results presented in [OR99, ORS00, MAL02, LMD03, Mie03a,
ML03] are based on incremental problems of a very similar type as (RIP), the major
difference being that the dissipation distance D is approximated by a semi-implicit ex-
ponential ansatz. In [CP01] a careful numerical treatment of (RIP) is given in the case
small-strain model for a two-phase shape-memory alloys. For a mathematical analysis of
some special cases we refer to [MTL02, MR03].

As given in the Section 4.3 there is now a time-continuous, energetic rate-independent
evolutionary problem (S) & (E) associated to the function space W = F×YM(Ω, Z) and
the generalized functionals E and D. It is of the same type as the previous problem for E
and D defined on the space F×Z. We only have replaced the (nonconvex) space Z by the
convexification YM(Ω, Z) and generalized the potentials accordingly. (This corresponds to
a locally compact convexification in the sense of [Rou97, Rou00].) However, the solvability
of (S) & (E) is much more complicated than that of (RIP). Having solvability of the
latter for a sequence of time steps tending to 0, one tries to show convergence (of a
subsequence) of the time-discrete, incremental solutions towards a solution of (S) & (E).
This convergence question will not be addressed here, and we refer to [MTL02, MR03,
MM03] for first results in this direction.

It should be noted that it would have been possible to define a larger relaxation by
including the fluctuations of the deformation gradient as well. We will see later that our
smaller relaxation is in fact equivalent, since we need to calculate the combined measure
of the gradient Dϕ and z anyway in order to find the relaxed potential Ψrel. However,
since the only coupling between the time levels in the incremental problem occurs via the
internal variable z, it suffices to keep track only of the Young measure ν as given above.

It remains the question how the relaxed incremental problem (RIP)

(ϕk, µk) ∈ arg min
(ϕ,µ)∈W

∫

Ω

(
Ψrel(Dϕ(x), µ(x))+DWass(µk−1(x), µ(x))

)
dx− 〈`(tk),ϕ〉 (6.2)

can be solved algorithmically. Here again the locality of the integrand will play a crucial
rôle. For (RIP) the important theorem 2.2 for the relevance of the incremental problem
holds in exactly the same fashion.

Unfortunately the definition of Ψrel is rather complicated. In particular, it is not
obtained by integrating ψ(x,F, z) with respect to ν(dz). We always have Ψrel(F, ν) ≤∫

Z
ψ̂(F, z)ν(dz), and for nontrivial measure ν we have strict inequality in most cases. This

becomes clear if we realize that F is the macroscopic strain while ν relates to microscopic
fluctuations of z ∈ Z, which have a counterpart in microscopic fluctuations of the strain.
The definition of Ψrel shows that minimization with respect to the combined microscopic
arrangements in (the representative volume element) (0, 1)d of the internal variable z and
the fluctuation strain Dϕ is necessary. We illustrate this in the following example.
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Example 6.3 Consider the case d = 1, Z = R, and ψ̂(F, z) = (F−z)2. We obtain
Ψrel(F, ν) = [F−

∫
R
z ν(dz) ]2, since in (6.1) we may choose any z : (0, 1) 7→ R generating

ν and then define ϕ via ϕ(0) = 0 and ϕ′(y) = z(y)−
∫ 1

0
z(s) ds. Using

∫ 1

0
z(s) ds =∫

R
z ν(dz) the result follows. Moreover, we have

Ψrel(F, ν) =
∫

R
ψ̂(F, z) ν(dz) −

( ∫
R
z2ν(dz) −

[ ∫
R
z ν(dz)

]2)

which shows that Ψrel is strictly less than the “averaged” energy density, if ν is not a
Dirac mass.

Using the notion of gradient Young measures as introduced in the previous section we
may rewrite the relaxed elastic potential as

Ψrel(x,F, ν) = inf
{ ∫

Rd×d×Z
ψ̂(x,G, z)ρ(dG, dz)

∣∣∣ ρ ∈ PF,ν

}
, where

PF,ν
def
=
{
ρ ∈ Prob(Rd×d×Z)

∣∣∣M1ρ ∈ Probgrad
F (Rd×d), M2ρ = ν

}
.

(6.3)

See [Rou97] for the equivalence of (6.1) and (6.3). This construction is still very involved,
and it is necessary to find suitable algorithms to approximate Ψrel. Since the sets PF,ν are
convex this is a classical linear convex programming problem, yet in infinite dimensions.
We will discuss this further in Section 7.4.

Remark 6.4 The minimizing measure ρ in (6.3) can be used for a post-processing to
find the microscopic pattern associated with the Young measures (these are the pat-
terns one expects to see in infimizing sequences as well as in experiments). Having the
macroscopic solutions (ϕk, µk) ∈ F×YM(Ω, Z) of (RIP) we may consider the associated
γk ∈ GYMϕk

(Ω,Rd×d) which is obtained via γk(x) = M1ρk(x) from the minimizer ρk(x) in
(6.3) for calculating Ψrel(x,Dϕk(x), µk(x)). In the case that γk(x) is a sequential laminate
the micropattern can be reconstructed as explained in Section 5.4.

Often in computations one needs to replace the exact relaxed potential Ψrel by an ap-
proximate function; then it is important to keep its most important features, particularly
its convexity properties.

Proposition 6.5 The relaxed potential Ψrel is cross-quasiconvex, i.e. for all (F, ν) ∈
Rd×d×Prob(Z) we have

∫
(0,1)d Ψrel(F+Dϕ(y), µ(y))dy ≥ Ψrel(F, ν)

for all ϕ ∈ W1,∞
0 ((0, 1)d) and µ ∈ YM((0, 1)d, Z) with

∫
(0,1)d µ(y)dy = ν.

In particular, this implies that Ψrel(·, ν) : Rd×d → [0,∞] is quasiconvex for each ν and
that Ψrel(F, ·) : Prob(Z) → [0,∞] is convex for each F.

Cross-quasiconvexity is a special case of the more general A-quasiconvexity, see [FM99].
The proof of these results follows closely those in [FKP94, LDR00].

An important feature of the update algorithm discussed below is that the calculation
of the relaxed stored-energy density Ψrel and the calculation of the Wasserstein distance
DWass(νold, νnew) have to be done simultaneously. And therefore it is especially useful to
employ the condensed energy density Ψcond, cf. Remark 7.2(1).
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6.3 Relaxation of the shape-memory model

We close this section by returning to the rate-independent model for shape-memory alloys
with n phases as introduced in Section 3.1. The finite set Z = {1, . . . , n} for the values
of internal variables is just used to indicate in which phase the material is at a certain
microscopic point. With Pn defined as in (3.1) we obtain

Prob(Z)
∼
= Pn and YM(Ω, Z)

∼
= L1(Ω, Pn).

Hence a Young measure µ ∈ YM(Ω, Z) can be identified with a function θ : Ω → Pn

where θj(x) ∈ [0, 1] now gives the phase fraction (probability) of the jth phase in the
mesoscopic representative volume element x+εQ.

The relaxed energy potential Ψrel has the form ψ = Ψrel(x,F, θ), where Ψrel(x, ·, ·) :
Rd×d×Pn → [0,∞] is cross-quasiconvex in the usual sense of [LDR00]. In [MTL02,
GMH02] the form of Ψrel is specified in more detail under the additional assumption that

the stored-energy densities ψ̂(x, ·, j) : Rd×d → [0,∞] are given via linearized elasticity in
the form

ψ̂(x,F, j) = 1
2

(
C(x)[E−Tj(x)]

)
: [E−Tj(x)] + cj(x) with E = 1

2

(
F+F>

)
−I,

where the elasticity tensor C(x) is independent of the phase j ∈ Z. Then, one finds

Ψrel(x,F, θ) =
∑n

j=1 θjψ̂(x,F, j) + wmix(θ),

where the mixture term wmix : Pn → (−∞, 0] is a convex function with wmix(ej) = 0, see
[GMH02] for more details.

Finally we also indicate that the Wasserstein distance associated to the metric D̂ in
Z, which is given via D̂(j, k) ≥ 0, can be calculated explicitly. One obtains the surprising
result that

DWass(θold, θnew) = h(θnew−θold)
for a suitable function h : Rn

◦ → [0,∞) which is convex and homogeneous of degree one
(see Prop. 4.7 in [MTL02]). Here Rn

◦ = { θ ∈ Rn | ∑n
1 θj = 0 }.

Thus, the relaxed function space W = F×YM(Ω, Z) takes here the form of the classical
function space W = H1

Γ(Ω)×L1(Ω, Pn). Moreover, the relaxed time-continuous problem
(S) & (E) takes the form of a classical standard generalized material. However, we empha-
size that the relaxed energy Ψrel (also called mixture function in [MTL02] and free-energy
of mixing in [GMH02]) as well as the dissipation potential h are derived on purely math-
ematical grounds from abstract coarse-graining principles. For this process no further
physical or mechanical knowledge about phase mixtures are needed.

Denoting by u = ϕ−id the displacement, the relaxed energy E and the relaxed dissi-
pation distance D take the form

E(t,u, θ) =
∫
Ω

Ψrel(x, I+Du, θ)−fext(t, x)·u(x)dx and D(θ0, θ1) =
∫

Ω
h(θ1(x)−θ0(x))dx.

The flow formulation (cf. (2.4)) of the associated relaxed problem was first derived in
[MTL02] and is implemented in [GM01]. It takes the form

− div ∂FΨrel(x, I+Du, θ) = fext(t, x),

0 ∈ ∂subh(θ̇) + ∂θΨrel(x, I+Du, θ) + NθPn.

}
in Ω.

In the case n = 2 and in certain cases also for n ≥ 3 we have wmix(θ) = −B:M(θ) with
B = B> ≥ 0 and M(θ) = diag θ−θ⊗θ, see [Mie00, GMH02].
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7 Algorithms for updating the Young measures

In this section we want to address the question how the incremental problem associated
to (RIP) can be solved. For this purpose we cannot use the abstract form using E and D
nor the more concrete version (6.2) which still uses Ψrel(x,F, νnew) and DWass(νold, νnew).
The definition of the relaxed elastic potential Ψrel involves the joint fluctuation measure
ρ ∈ Prob(Rd×d×Znew) and the definition of the Wasserstein distance DWass involves a
transport measure η ∈ Prob(Zold×Znew). Here Zold = Znew = Z and the subscripts just
indicate what time level is associated with the corresponding internal variable z.

The calculation of all these measures must be part of the algorithm for solving (RIP).

However, we always assume that the original constitutive functions ψ̂ and the (global)

dissipation distance D̂ can be calculated directly (in the latter case this might be difficult if

only the infinitesimal metric ∆̂ is given, cf. [Mie02b, Mie03b] for exact results and [ML03]
for semi-implicit approximations). Later on, we will assume that also the two derived
constitutive functions are available, namely the condensed potential Ψcond(zold; x,F) and

the update function znew = Ẑupdate(x,F, zold).
This means that we assume that everything which is needed for a numerical calculation

of classical solutions (i.e., without microstructure) is easy to calculate and already avail-
able. This does not mean that these algorithm are simpler or easier. Here we only study
what we have to do additionally to be able to calculate the evolution of microstructures
described by YMs.

7.1 Calculation of the full YM of F, znew and zold

We start with the formulation of (RIP) which is formulated in terms of the joint measure
τ ∈ Prob(Rd×d×Zold×Znew) which contains the joint distributions of F, zold and znew. In
particular, τ includes the transport measure η = M2,3τ =

∫
G∈Rd×d τ(dG, ·, ·), which is

needed to calculate the dissipation distance between the old and the new distribution of
the internal variable, and the joint distribution of present gradients and internal variables
ρ = M1,3τ =

∫
zold∈Zold

τ(·, dzold, ·) which is needed to calculate Ψrel(x,F, ν) with ν = M3τ .
It is essential for deriving a reasonable evolution for the microstructure to maintain the
full generality that τ contains all the correlations between these distributions of F = Dϕ,
znew and zold.

Algorithm for the relaxed incremental problem (RIP).

Start: Choose µ0 ∈ YM(Ω, Zold), e.g., let µ0(x) = δz0(x).

Iterate for k = 1, 2, . . . , N :

(i) Find a minimizer (ϕk, τk) ∈ F×YM(Ω,Rd×d×Zold×Znew) of the functional

I(tk,ϕ, τ)
def
= −〈`(tk),ϕ〉+

+
∫
Ω

∫
Rd×d×Zold×Znew

[ψ̂(x,G, znew)+D̂(x, zold, znew)] τ(x; dG, dzold, dznew)dx
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amongst all (ϕ, τ) ∈ W1,p(Ω,Rd)×YM(Ω,Rd×d×Zold×Znew) satisfying

M1τ =
∫ ∫

Zold×Znew
τ(·; ·, dzold, dznew) ∈ GYMϕ(Ω,Rd×d) (cf. (5.4)),

M3τ =
∫

Rd×d×Znew
τ(·; dG, ·, dznew, ) = µk−1 ∈ YM(Ω, Zold).

(7.1)

(ii) Let µk(x) =
∫

Rd×d×Zold
τk(x; dG, dzold, ·), i.e., µk = M3τk ∈ YM(Ω, Z)

(iii) If k = N exit, else increase k and return to (i).

The memory of the microstructure distribution µk−1 is implemented in the second con-
dition on τk in (7.1) and the new distribution µk is transported to the next step via (ii)
and (iii). Note that we have written YM(Ω, Z) in (ii) while our notation would give
M2τk ∈ YM(Ω, Znew). However, in the next time step, the present Znew will be identified
with the future Zold.

7.2 Calculating the reduced YM for F and zold

The complexity of this minimization problem can be reduced by minimizing internally
with respect to the variable znew. For this, it is essential to have a good algorithm
to calculate the condensed potential Ψcond : Zold×Ω×Rd×d → [0,∞) and the update

function Ẑupdate : Ω×Rd×d×Zold → Znew. Note that these functions are classical function
whose arguments are finite-dimensional, not involving any measure. We find the following
reduced form for one time step of (RIP). For its formulation we recall the definition
PF,ν ⊂ Prob(Rd×d×Z) from (6.3).

Proposition 7.1 Using Ψcond and Ẑupdate (cf. (2.6)) the steps (i) and (ii) in the algorithm
for (RIP) (see (7.1)) can be replaced by the following equivalent algorithm:

(̃i) Find a minimizer (ϕk, σk) ∈ F×YM(Ω,Rd×d×Zold) of the functional

Ĩ(tk,ϕ, σ)
def
=
∫
Ω

∫
Rd×d×Zold

Ψcond(zold; x,G) σ(x; dG, dzold)dx− 〈`(tk),ϕ〉

amongst all (ϕ, σ) ∈ W1,p(Ω,Rd)×YM(Ω,Rd×d×Zold) satisfying σ(x) ∈ PDϕk(x),µk−1(x)

for a.e. x ∈ Ω.

(̃ii) Let µk(x) = Ẑupdate(x, ·, ·)|∗σk(x).

Here the push forward ν̃ = Φ|∗ν ∈ Prob(V ) of a measure ν ∈ Prob(U) by a measurable

mapping Φ : U → V is defined via ν̃(A)
def
= ν(Φ−1(A)) for all measurable subsets A ⊂ V .

In particular, for ν =
∑n

j=1 θjδuj
we obtain ν̃ =

∑n
j=1 θjδvj

with vj = Φ(uj).

Proof: The essential point is the minimization of the inner integral in the definition of
I(tk,ϕ, τ) with respect to τ . Thus, we keep x ∈ Ω fixed and suppress it in the remainder
of the proof. The minimum is attained for some τ ∈ Prob(Rd×d×Zold×Znew) satisfy-
ing the constraints

∫
Rd×d×Znew

τ(dG, ·, dznew) = µk−1(x) and
∫

Zold×Znew
τ(·, dzold, dznew) ∈

Probgrad
Dϕk(x)(R

d×d). First assume that τ is a finite convex combination of Dirac masses:
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τ =
∑n

i=1 λiδ(Gi,z
(i)
old,z

(i)
new)

. After adding suitable points with mass 0 we may write τ in the

form
τ =

∑m
j,l=1 θj,lδ(Gj ,z

(l)
old,z

(j,l)
new )

with θj,l ≥ 0 and
∑m

j,l=1 θj,l = 1.

Minimizing a
def
=
∫

Rd×d×Zold×Znew
[ψ̂(x,G, znew)+D̂(x, zold, znew)]τ(dG, dzold, dznew) with re-

spect to z
(j,l)
new , while keeping θj,l, Gj, and z

(l)
old fixed, leads to

a =
∑m

j,l=1 θj,lΨ
cond(z

(l)
old;Gj) and z

(j,l)
new = Ẑupdate(Gj, z

(j)
old).

With σ
def
= M1,2τ =

∑m
j,l=1 θj,lδ(Gj ,z

(l)
old)

∈ PDϕk(x),µk−1(x) we find

a =
∫

Rd×d×Zold

Ψcond(zold;G) σ(dG, dzold) and µk(x) =
m∑

j,l=1

θj,lδ bZupdate(Gj ,z
(l)
old)

= Ẑupdate|∗σ.

Thus, the desired forms of a and µk(x) are established if τ consists of finitely many Dirac
masses. Using the density of such measures the general result follows.

To solve the minimization in (̃i) it is not possible to decompose the problem into al-
ternating minimization with respect to ϕk and σk due to the restriction

∫
Zold

σk(·, dzold) ∈
GYMϕk

(Ω,Rd×d). However, conceptually we may define the following condensed relaxed
potential Ψcond

rel and obtain a reduced, purely macroscopic minimization problem for ϕk

which is a classical minimization problem for nonlinear elasticity.
For fixed F = Dϕ(x) and νold = µk−1(x) we define the condensed relaxed energy

density

Ψcond
rel (νold; x,F)

def
= min

σ∈PF,νold

∫
Rd×d×Z

Ψcond(zold; x,G) σ(dG, dzold). (7.2)

If Ψcond
rel (νold; x, ·) is known, then ϕk can be obtained by solving the classical (pseudo-)

elastic minimization problem

ϕk ∈ arg min
ϕ∈F Econd(tk,ϕ) with

Econd(t,ϕ) =
∫
Ω

Ψcond
rel (µk−1(x); x,Dϕ(x))dx− 〈`(t),ϕ〉.

(7.3)

However, we recall from step (̃ii) that µk−1 and ϕk are not enough to find µk. Instead,

we need a minimizer σ = Σ̂(x,F, νold) ∈ PF,νold
, i.e.,

Σ̂(x,F, νold) ∈ arg min
σ∈PF,νold

∫
Rd×d×Z

Ψcond(zold; x,G) σ(dG, dzold). (7.4)

Having a minimizer Σ̂(x,F, µk−1(x)) a the macroscopic deformation ϕk as solution of

(7.3) we define σk(x) = Σ̂(x,Dϕk(x), µk−1(x)) and obtain µk via step (̃ii) in Proposition

7.1, i.e., µk(x) = Ẑupdate(x, ·)|∗σk(x). This finishes the construction of the solution for the
kth step.

Remark 7.2
(1) Finding a minimizer Σ̂ is in fact a simultaneous relaxation and calculation of the
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Wasserstein distance from νold. However, we have contracted the effort to the minimal
information needed for realizing the relaxed incremental problem (RIP).

(2) The minimization in (7.4) can’t be decomposed into minimizations with respect
to Dirac masses for zold. More precisely, assume νold =

∑m
j=1 θjδzj

and that σj =

Σ̂(x,F, δzj
) ∈ PF,δzj

are known. Then, σ̃ =
∑m

j=1 θjσj lies in PF,νold
; however, in gen-

eral it is not a minimizer, cf. Example 6.3. The point is that the measures σj may be
associated with different macroscopic gradients Fj as long as they are compatible and
have the correct average.

7.3 First and second derivative of the incremental potential

For solving the macroscopic problem (7.3) we need Ψk(x,F)
def
= Ψcond

rel (µk−1(x); x,F) as
well as its first and second derivatives. They can be obtained if the minimizing Young
measure Σ̂(x,F, µk−1(x)) is known. (Within a finite-element method we need this only for
a finite number of nodes xj ∈ Ω and a finite number of strains Fl ∈ Rd×d.) To simplify the
subsequent formulae we shift this measure in the G-component by its mean value F. Let

TF : (G, z) 7→ (G+F, z) and define σF
k (x) ∈ P0,µk−1(x) via σF

k (x;S)
def
= Σ̂F

k (x,F, µk−1)(TFS)
for all measurable subsets S of Rd×d×Z. Note that the Young measures σF

k (x) have mean
value 0 in the G-component

Proposition 7.3 With the above notations we have the following formulae:

Ψk(x,F) =
∫

Rd×d×Z
Ψcond(zold, x,F+G) σF

k (x, dG, dzold),

DFΨk(x,F) =
∫

Rd×d×Z
DFΨcond(zold, x,F+G) σF

k (x, dG, dzold).
(7.5)

If σF
k (x) depends sufficiently smoothly on F (as a distribution on Rd×d×Z), then for all

F,H ∈ Rd×d we have

D2
FΨk(x,F)[H,H] =

∫
Rd×d×Z

D2
FΨcond(zold, x,F+G)[H,H] σF

k (x, dG, dzold)

+
∫

Rd×d×Z
DFΨcond(zold, x,F+G)[H] DFσ

F
k (x, dG, dzold)[H]

=
∫

Rd×d×Z
D2

FΨcond(zold, x,F+G)[H,H] σF
k (x, dG, dzold)

−
∫

Rd×d×Z
Ψcond(zold, x,F+G)D2

Fσ
F
k (x, dG, dzold)[H,H].

(7.6)

We refer to [BKK00] for a rigorous proof of the second formula in (7.5).
Here the distributional derivatives DFσ̂[H] and D2

Fσ̂[H,H] of a measures σ̂ with re-
spect to F in the direction H are again measures and are defined via the derivatives of

the linear functional f 7→ Lf(F)
def
=
∫

Rd×d×Z
f(G, z)σ̂(dG, dz) as follows:

∫
Rd×d×Z

f(G, z)DFσ̂(dG, dz)[H]
def
= DFLf (F)[H],

∫
Rd×d×Z

f(G, z)D2
Fσ̂(dG, dz)[H,H]

def
= D2

FLf (F)[H,H],

for all sufficiently smooth test functions f : Rd×d×Z → R.
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These relations are best understood by assuming that the measure is given as a linear
combination of Dirac masses, i.e., σF =

∑m
j=1 Λj(F)δ eGj(F),ezj (F). Then, we have Lf (F) =

∑m
j=1 Λj(F)f(G̃j(F), z̃j(F)) and obtain

DFLf (F)[H] =
∑m

j=1

(
DFΛj[H]f(G̃j, z̃j) + ΛjD(G,z)f(G̃j, z̃j)[(DG̃j[H],Dz̃j[H])]

)
,

where all functions Λj, G̃j and z̃j and their derivatives are evaluated at F. An analogous
formula holds for the second derivative; it involves first and second derivatives of the
functions f,Λj, G̃j and z̃j.

7.4 Updates using sequential laminations

Altogether we have reduced the incremental problem (RIP) to finding the minimizer

σ = Σ̂(x,F, ν) ∈ PF,ν of (7.4). At present there is no easy method for solving this prob-
lem. However, the procedure called sequential lamination (see [Kru98, AP00, Gol01,
GMH02] and Section 5.4) seems to provide sufficiently good approximations of minimiz-
ing gradient Young measures. Its usage in incremental problems was first highlighted in
[OR99, ORS00]. We indicate how this procedure can be adapted to the present context
where we have to find probability measure σ in PF,ν , and thus have to take care of the
additional internal variable.

Assume that ν has the form
∑J

j=1 θjδzj
. A general σ ∈ PF,ν which is a convex combina-

tion of finitely many Dirac masses has the form σ =
∑K

k=1 skδ(Gk ,ezk). However, ν = M2σ
implies { z̃k | k = 1, ..., K } ⊂ { zj | j = 1, ..., J }. Hence, we can use the ansatz

σ =
∑J

j=1

∑Lj

l=1 sl,jδ(Gl,j ,zj) with sl,j ≥ 0 and
∑Lj

l=1 sl,j = θj for j = 1, . . . , J. (7.7)

We have to guarantee that γ =
∑J

j=1

∑Lj

l=1 sl,jδGl,j
lies in Probgrad

F (Rd×d), which is the
most difficult restriction and is now replaced by the somewhat stronger restriction that γ
is a convex combination of sequential laminates, as defined in Section 5.4.

The major difficulty here is that the partial measures γj =
∑Lj

l=1
sl,j

θl
δGl,j

need not lie

in Probgrad
Fj

(Rd×d) for any Fj. Thus, the compatibility of the microstructural deformation
gradients can be achieved by using different internal variables zk, see Example 6.3.

Since the condition on γ being a gradient YM is the most severe one, a typical algorith-
mical approach is the following. One assumes that the minimum defining Ψcond

rel (ν; x,F)
is attained at a measure σ ∈ PF,ν such that γ = M1σ is a single lamination tree and to
each leaf there is associated a single value of zj, see Figure 7.1. In practical application it
is of course sufficient, that the minimum over the restricted class is very close to the true
minimum. (However, it is to be expected that in general situations the minimal measure
is a more complex measure which consists of several independent lamination trees or of
a tree which has more than two branches coming out of one gradient, like two different
sub-laminates.)

To start the minimization in this class, it is common to construct a candidate in this
class from the data of the previous iteration step. Since this candidate is not a minimizer,
we have to adjust the parameters in the lamination tree to make it minimal. However,
the freedom in the lamination tree is restricted by the condition M2σ = ν =

∑J
1 θjzj.
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Figure 7.1: A measure in PF,ν with four leaves:

σ = α δ(F1,z1) + (1−α)
[
α2

(
α2,1δ(F2,1,1 ,z2,1,1)(1−α2,1)δ(F2,1,2 ,z2,1,2)

)
+ (1−α2)δ(F2,2,z2,2)

]
.

Since, only one of the values zj is associated to each leaf, we obtain J conditions on the
weights in the branches of the tree. Thus, we need more branchings than the number J to
be able to modify the weights. Recall that a lamination tree with m branchings contains
m+1 leaves and m weights. Thus, the weights are restricted, whereas the m lamination
normals nρ ∈ Sd−1 and jump vectors aρ ∈ Rd are free to be modified.

During the minimization process one has to test for each leaf whether it is advantageous
to replace this leaf by a simple laminate. This process is then called branching. After this
process the two new leaves will have the same value of z. The opposite of branching is
called pruning, i.e., we replace two leaves by one. This can be done if the weight of one
of the leaves is very small or if the jump vector a is small and the two values of z are
the same. In exceptional cases, even a longer branch may be pruned because its weight
is very small.

Now, assume that the minimization is finished, i.e., we have found σk ∈ PDϕk(x),µk−1(x)

in the form (7.7) as a lamination tree with m =
∑J

1 Lj leaves. Then, µk(x) has to

be defined as in (̃ii) of Proposition 7.1, namely µk(x) =
∑J

1

∑Lj

1 sl,jδ bZupdate(Gl,j ,zj)
. One

problem is now that in general the number of values attained in µk is actually m, the
number of leaves, and is, hence, much bigger than J , the number of values in µk−1(x).
Thus, in a post-processing step one has to reduce the number again to keep the complexity
of the problem in a reasonable range.

We refer to [ORS00, ML03] for implementations of quite similar algorithms.

8 Examples

Here we present two examples which can be treated analytically. For further applications
we refer to [MT99, GM01, MTL02, CP01, GMH02, MR03], where models for N -phase
shape-memory alloys are studied. Numerical algorithms using similar ideas as proposed
here are implemented in two- and three-dimensional elastoplasticity, see [OR99, HH03,
Mie02a, Mie03a, ML03].
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8.1 A one-dimensional example

To illustrate the above concepts we consider a one-dimensional example with Ω = (0, 1) ⊂
R, i.e., d = 1 in the above. For the internal variables we use z = (P, p) ∈ Z

def
= (0,∞)×R

and let in accordance with Section 3

ψ̂(F,P, p) = W (FP) + h(p) and ∆̂(P, p, Ṗ, ṗ) = ∆̃(Ṗ/P, ṗ).

The hardening energy is h(p) = e4p−p for p ≥ 0 and h(p) = 1+3p for p ≤ 0, moreover

W (Fe) =

{
1
4
(F4

e+F−4
e −2) for Fe > 0,

∞ for Fe ≤ 0;
and ∆̃(ξ, v) =

{
|ξ| for v ≥ |ξ|,
∞ else.

We apply external forcing by imposing the boundary conditions ϕ(t, 0) = 0 and ϕ(t, 1) =

ΦDir(t)
def
= t+1 and let `(t) = 0 for the loadings. As initial conditions for the plastic

parameters we choose (P0, p0) ≡ (1,−1).

For the elastic domain Q̃(p) = P>Q(P, p) we find Q̃(p) = { (η, q) | |η|+q ≤ 1, q ≤ 0 }
and the dissipation distance D̂ : Z×Z 7→ [0,∞] reads

D̂((P0, p0), (P1, p1)) =

{
|log(P1/P0)| for p1 ≥ p0+ |log(P1/P0)| ,

∞ else.

¿From this and the special choice of the elastic potential W and the hardening function
h the condensed potential can be derived explicitly. We have

Ψcond((P0, p0);F) = Ψ̃cond(p;FP0) with Ψ̃cond(p,Fe) = Ψ̃cond(p,F−1
e ) and

Ψ̃cond(p;F) =





W (F) + h(p) for 1 ≤ F4 ≤ F−4+bpsp,

W (F∗) + 4 log(F/F∗) + h(p) for F4
∗ ≤ F4 ≤ spF

4
∗,

1
2
(
√

1+bpF4−1) − p for F4 ≥ s2
p(F

−4+bp);

where bp = 4e4p, sp = max{1, e−4p} and F∗ = (
√

5+2)1/4 ≈ 1.435 is the unique solution
of F4

∗ = F−4
∗ +4. (For more details of the calculation and related examples we refer to

[Mie03b].)
The most important feature of this model for our present purposes is that the con-

densed potential Ψ̃cond(p; ·) is not (quasi-) convex in F for p < 0 on the interval [F∗, e
−pF∗].

Thus, the system may develop microstructure since the hardening in the corresponding
regime is not strong enough. Note that the loss of quasiconvexity occurs only for F > 1,
whereas convexity holds for F ∈ (0, 1). This manifests the typical feature of nonlinear
elasticity that compression and extension behave differently.

An important role in the analysis will be played by the convexification of Ψ̃cond(p; ·). It

coincides with Ψ̃cond(p; ·) outside of an interval which is a strict superset of [F∗, e
−pF∗]. For

p = −1 this interval is given by [F0,F1] with F0 ≈ 1.22 < F∗ < eF ≈ 3.90 < F1 ≈ 5.6.
On this interval the convexification is given by the segment connecting the two points
(F0, Ψ̃

cond(−1;F0)) and (F1, Ψ̃
cond(−1;F1)), which is the tangent to Ψ̃cond at both points,

see Figure 8.1. We define (P1, p1) = Ẑupdate(F1, (P0, p0)) which is the unique pair for

which Ψ̃cond(p0;F1) = W (F1P1)+h(p1)+D̂((P0, p0), (P1, p1)).
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Figure 8.1: The function Ψ̃cond(−1; · ) (full line) and its convexification (broken line).

We look for a spatially homogeneous Young-measure solution w(t) = (ϕ(t), ν(t)) with
a trivial macroscopic deformation ϕ(t, x) = ΦDir(t)x and ν(t) ∈ Prob(R2). Using the
times t0 and t1 given by ΦDir(tj) = Fj the solution can be described a follows:

t ∈ [0, t0]: No plastic flow occurs, the solution has no microstructure: ν(t) = δ(1,−1).

t ∈ (t0, t1): Microstructure develops such that F(t) is a mixture of F0 and F1. We have
the solution ν(t) = [1−θ(t)]δ(1,−1) + θ(t)δ(P1 ,p1) with θ(t) = (t−t0)/(t1−t0).

t ∈ [t1,∞): The microstructure has disappeared and the solution is again classical: ν(t) =

δ(P(t),p(t)) with (P(t), p(t)) = Ẑupdate((1,−1),ΦDir(t)).

We note that for this one-dimensional problem the solutions of (S) & (E) are highly
nonunique. Choose any function Θ : [t0, t1]×Ω → [0, 1] such that for all x the function
t 7→ Θ(t, x) is decreasing and such that

∫
Ω

Θ(t, x) dx = θ(t) = (t−t0)/(t1−t0). Then, for
t ∈ [t0, t1] the pair (ϕ(t, ·), µ(t, ·)) with

ϕ(t, x) =
∫ x

0

(
[1−Θ(t, y)]F0 + Θ(t, y)F1

)
dy

and µ(t, x) = [1−Θ(t, x)]δ(1,0) + Θ(t, x)δ(P1 ,p1)

defines a solution as well.

8.2 The rigid plasticity model of Conti & Theil

In [CT03] a model for plasticity is presented which is fully nonlinear and can be analyzed
analytically in quite some detail. It is motivated by [OR99] where microstructure for-
mation in crystal plasticity was studied for the first time. We describe the model in our
notation of Section 3.2 and give the results which concern our theory. In particular, the
example treated in [CT03, Sect.4] provides a special case of our relaxation in Section 4
where (R1) to (R5) can be proved rigorously. For more details see the original paper.
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We consider a body Ω ∈ R2 (related results are also obtained for d = 3). The set Z
of internal variables a one-dimensional subgroup of GL(R2) which corresponds to slip in
a single slip system. For simplicity we choose the slip system as S = e1⊗e2, i.e.,

Fp = Pβ = I + βS ∈ Z
def
=

{(
1 α

0 1

)∣∣∣∣∣α ∈ R

}
⊂ SL(R2).

There is no hardening assumed, the dissipation potential is ∆(Pβ, Ṗβ) = |β̇| which gives

the simple dissipation distance D̂(Pα,Pβ) = |β−α|. The stored-energy density is such
that it has infinitely hard elastic response, i.e., Fe = DϕP−1 must lie in SO(R2).

ψ̂(F,P) =

{
0 for FP−1 ∈ SO(Rd),

∞ else.

This defines the full model if we additionally specify suitable loadings and boundary
conditions. For simplicity we stay with the example given in [CT03] which imposes time-
dependent homogeneous boundary conditions ϕ(t, x) = ΦDir(t)x for all x ∈ ∂Ω for a given
curve ΦDir : [0, T ] → GL(R2). Moreover, we impose the initial condition P(0, ·) = I on all
of Ω.

With these definitions the incremental problem (IP) is well defined. The formulation
of the time-continuous problem (S)& (E) is somewhat more complicated here since on the
one hand the space of admissible deformations F(t) is time dependent via ΦDir(t) and on

the other hand ψ̂ is not continuous. Note that the energy functional satisfies

E(t,ϕ,Pβ) =

{
0 if ϕ ∈ F(t) and FP−1

β ∈ SO(R2) a.e. in Ω,

∞ else.

The condensed energy potential and the update function take the form

(
Ψcond(Pβ;F) , Ẑupdate(F,Pβ)

)
=

{(
|β−α| , Pα

)
for FPα ∈ SO(R2),(

∞ , ∅
)

else.

The separately relaxed functionals E and D on W(t) = F(t)×YM(Ω, Z) can also be
calculated explicitly as stated in Theorem 6.2. For this we introduce

M (2) def
= { RPα |R ∈ SO(R2), α ∈ R } = { G | detG = 1, |Ge1| = 1 } and

N (2) def
= { G | detG = 1, | detG| ≤ 1 } ⊃M (2).

The relaxed energetic potential Ψrel now takes the form

Ψrel(F, ν) =

{
0 if F ∈ N (2) and ν ∈ N (F),

∞ else,

where N (F)
def
= { ν ∈ Prob(Z) | ∃ γ ∈ Probgrad

F (M (2)): ν = R|∗γ }, where R : M (2) → Z
is defined via R(G) = Pβ with β = (Ge1)·(Ge2). It is shown in [CT03] that N (2) is the

33



quasiconvexification ofM (2), hence N (F) is nonempty for each F ∈ N (2). The Wasserstein
distance D is easy, since D is simply the distance on the straight line Z ⊂ R2×2.

Without going into detail with all the other constructions presented above, we now
study a particular shear experiment, which shows that microstructure occurs through
simple laminates. For this consider the Dirichlet boundary conditions defined via ΦDir(t) =
I + tK with K =

(
1
1

)
⊗
(
−1
1

)
for t ∈ [0, 1] (which is exactly the interval for which ΦDir(t) ∈

N (2) holds). Defining F1 = I = ΦDir(0) and F2 = I + K = ΦDir(1), we immediately have

Fj ∈M (2), F2 − F1 = 2K = a ⊗ n and ΦDir(t) = (1−t)F1 + tF2

Thus, the simple laminate γ(t) = (1−t)δF1 + t δF2 lies in Probgrad
ΦDir(t)

(M (2)) and ν(t) =

R|∗γ lies in N (ΦDir(t)) which implies E(ΦDir(t), ν(t)) = 0. Since R(F2) = P−2 we find
D(F1,F2) = 2 and the Wasserstein distance gives, for 0 ≤ t1 < t2 ≤ 1, the identity

D(ν(t1), ν(t2)) = Dissrel(ν, [t1, t2]) = 2|t1−t2|.

It is shown in [CT03] that this solution is the unique Young measure limit of our ap-
proximate incremental problem (AIP)ε of Section 4.2, whereas the classical incremental
problem (IP) has no solution. Moreover, it is also the solution of the relaxed time-
continuous problem (S) & (E), and thus provides, in addition to [The02], another non-
trivial example where the separate relaxation leads to a useful relaxed problem satisfying
(R4) of Section 4.2.
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