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Abstract

This paper studies the residence time behaviour and concentration distribution in a simpli8ed rhomboidal DMFC anode (ow bed by
3D numerical (ow simulations and by experimental measurements. The rhomboidal DMFC anode (ow bed and the applied volume (ow
are discussed with regard to data given in the literature. Simulations with CFX, based on Finite Volume Method, and MooNMD, based
on Finite Element Method, show strongly similar results and the reliability of the computed residence time distributions (RTD) is proved
by showing that they depend only slightly on parameters of the numerical schemes applied. The realisation of the RTD and concentration
distribution measurements are described. Experimentally obtained RTD results are in good agreement with the numerical simulations.
Also, the experimentally obtained concentration distribution inside the anode (ow bed is very similar to the computed distribution. By
analysing the RTDs and concentration distributions, the obtained results provided evidence of weaknesses of the (ow bed design.
? 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

The direct methanol fuel cell (DMFC) is a potential power
source in mobile and stationary applications. It o>ers several
advantages in comparison to hydrogen fed polymer elec-
trolyte membrane fuel cells (PEMFC), e.g. since the fuel is
an aqueous-based methanol solution, it can be processed and
stored easier than gases. Recent publications give a good
overview of the current state of the art in the development of
DMFCs (Arico et al., 2001; Schultz et al., 2001). Together
with these advantages, the DMFC shows signi8cantly lower
power densities than PEMFCs, due to slow methanol oxi-
dation kinetics and mass transport problems, i.e. transport
of carbon dioxide out of the system and methanol crossover
through the membrane to the cathode side.

Besides intense studies of the methanol crossover
(Heinzel and Barragan, 1999), several research teams
investigated the anode (ow characteristics, e.g. by

∗ Corresponding author. Tel.: +49-391-6110-350;
fax: +49-391-6110-353.

E-mail address: sundmacher@mpi-magdeburg.mpg.de
(K. Sundmacher).

volume (ow variation (Scott et al., 1999c), carbon dioxide
monitoring (Argyropoulos et al., 1999a) or (ow bed
characterisation.

Various (ow bed designs for liquid DMFCs are reported
in the literature, e.g. parallel channel designs (Amphlett
et al., 2001; Argyropoulos et al., 1999a,b; Scott et al.,
1998, 1999c), parallel channel designs with triangular in-
let and outlet zones (Argyropoulos et al., 1999a,b; Scott
et al., 1999a), spot designs (Gulzow et al., 2002; Scott
et al., 1998), meander designs (Geiger et al., 2000) and mesh
designs (Scott et al., 2001). Arico et al. (2000) recently
investigated an optimal (ow bed design for vapour fed
DMFCs. They ascribed to (ow bed design a non-negligible
e>ect on mass transfer characteristics, and as a result on
methanol crossover. Several studies compare di>erent com-
partment designs with respect to their in(uence on the elec-
trochemical cell performance, on the carbon dioxide trans-
port and with regard to practical considerations: Amphlett
et al. (2001) showed for a parallel channel design that the
channel depth directly in(uences the cell performance. Scott
and colleagues (Argyropoulos et al., 1999a; Scott et al.,
1998, 1999a) examined various (ow beds designs and
their e>ect on the carbon dioxide transport. Furthermore,
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Scott et al. (2001) compared stainless steel mesh (ow
beds of di>erent mesh sizes with parallel and spot
designs, respectively, indicating that mesh designs may be a
cost-reducing alternative. The same authors discussed gains
and drawbacks of the spot design (Scott et al., 1998). Fur-
ther publications from this group present a parallel channel
design with triangular inlet and outlet zones, based on a
heat exchanger design concept. It showed a more uniform
(ow than the simple parallel channel design (Argyropoulos
et al., 1999a; Scott et al., 1999a). It can be summarised that
the criteria for an optimal (ow bed are manifold. The design
performance depends on operating conditions like tempera-
ture and pressure, which determine the state of the (uid and
hence also carbon dioxide transport phenomena. As a result,
an optimal design should only be de8ned for respective
operating conditions.

Computational (uid dynamics (CFD) techniques have
been proved to be a powerful approach to study the com-
plex (ow and transport phenomena in fuel cells. Besides
the low costs of the numerical modelling, CFD has addi-
tional advantages: analysis of the (ow 8eld in a fuel cell
by this method can be used easily for di>erent anode com-
partments. A lot of research work has been done by means
of CFD to simulate di>erent fuel cells, for example phos-
photungstic acid fuel cells (PWAFC) (Lavric et al., 2001),
molten carbonate fuel cells (MCFC) (He and Chen, 1998)
and PEMFCs (Dutta et al., 2000). Baxter et al. (1999) de-
veloped a one-dimensional mathematical model for a liq-
uid fed DMFC. Wang et al. (1996) discussed the e>ects of
the anode catalyst layer structure on the cell performance.
Kulikovsky et al. (2000) studied numerically a vapour-feed
DMFC with a two-dimensional model and a new designed
current collector was developed based on the analysis of
the detailed current density distributions in backing, catalyst
layer and membrane.

The goal of this paper is to investigate the performance
of a liquid fed rhomboidal DMFC anode compartment. The
research has been focused on the residence time distribution
(RTD) and the concentration distribution inside the compart-
ment. Investigations are made in two ways, by experimental
measurements and by 3D numerical simulations. To the au-
thors knowledge up to now no such investigations on fuel
cells, either by experimental or by computational means, are
found in literature, although it is indeed very helpful for the
characterisation and improvement of the dynamic behaviour
of fuel cells. The anode compartment and the realisation of
the RTD measurements are described in Section 2. The main
features of the anode compartment are an active area placed
on parallel channels, and spotted triangular inlet and outlet
zones. The RTD is studied by injecting a tracer into the an-
ode compartment. The modelling part was done by computa-
tional (uid dynamics. The transport of the tracer is described
by a time-dependent 3D convection–di>usion equation. The
(ow 8eld is given by the solution of the Navier–Stokes
equations. These equations are given in Section 3. That sec-
tion describes also some features of the codes which were

used in the numerical simulations. One of them is CFX 4.4,
a commercial software package which is based on the 8nite
volume method. The other one, MooNMD, is a research
code using the 8nite element method. The numerical studies
are presented in Section 4 and compared to the experimen-
tally gained RTD. In addition, the in(uence of several pa-
rameters of the numerical schemes on the simulated RTDs
is studied. To obtain an insight in the evolution of the tracer
distribution within the anode compartment of the fuel cell,
snap shots of the experimental observation together with
corresponding snap shots from the numerical simulations are
presented. The key results of this paper are summarised in
Section 5.

2. Experimental investigations

2.1. Anode compartment

Based on the parallel channel design with triangular in-
let and outlet zones, we developed the (ow bed shown in
Fig. 1. Its geometry is similar to the design by Scott and
colleagues (Argyropoulos et al., 1999a; Scott et al., 1999a),
which was reported to generate an enhanced uniform (ow
distribution and which we, therefore, consider as a good
starting point for (ow distribution studies. In contrast to
their design, we strongly simpli8ed the structure, so that
the (ow bed is suitable for basic studies on residence time
behaviour and it is easy to implement the geometry into
software and to simulate. The number of channels was re-
duced from ca. 60 to 6, and the channel width and depth
was 2.5 times enlarged. Channel width, channel depth and
rip width are now 5 mm. The triangular area at the inlet
generates a more homogeneous (ow distribution. It does not
belong to the active electrode area, whose size is 22 cm2.
In comparison with the literature design, the coarser dis-
tribution structure will worsen the distribution of reactant,
and the thickness of the rips lessens the active area usable
for reaction. Nonetheless, the structure still bears the ba-
sic functionalities that characterise the design of Scott and
colleagues. In the following we will denote this simpli-
8ed parallel (ow bed design with triangular in- and outlet
zones as ‘(simpli8ed) rhomboidal design’ due to its outer
shape.

In the studies of Scott and colleagues, a frequently used
volume (ow with the improved parallel channel design is
1:36 ml=min (Sundmacher et al., 2001; Sundmacher and
Scott, 1999; Zhou et al., 2001). Using the geometry men-
tioned there, we receive a Reynolds number of Re = 1:32
inside the channels. To establish realistic and comparable
(ow conditions in our cell’s active electrode area, a volume
(ow of 2 ml=min was calculated for the cell by using the
same Reynolds number as above for the channels. A fur-
ther measure to compare volume (ows in anode compart-
ments of DMFCs is the speci8c volume (ow, i.e. volume
(ow per active area. This ratio indicates which volume
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Fig. 1. Anodic compartment design (left) and its integration into the experimental setup (right).

Table 1
Literature survey: volume (ows per area for liquid fed DMFCs

Source Volume Speci8c
(ow Area volume (ow
(cm3=min) (cm2) (cm3=(cm2 min))

Nordlund et al. (2002) 0.3 1 0.3
Wei et al. (2002) 1 9 0.11
Hikita et al. (2002) 5 25 0.2
Jorissen et al. (2002) 4 25 0.16
Geiger et al. (2001) 10 30 0.33
Scott et al. (1998) 0.84–6.96 9 0.093–0.773
Scott et al. (1999b) 0.84, 1.36 9 0.093, 0.1511
Sundmacher et al. (2001)
and Zhou et al. (2001) 1.36 9 0.1511

Shukla et al. (2002) 15 25 0.6
Gulzow et al. (2002) 20 25 0.8
Sundmacher and 640 100 6.4
Scott (1999)

(ow is necessary to deliver suQcient amount of methanol
to the membrane electrode assembly. Table 1 gives a
literature survey of these parameters. A suitable range for
usual applications seems to be 0.1–0:3 cm3=(cm2 min),
which would indicate a volume (ow of 2.2–6:6 cm3=min
for the rhomboidal anode compartment. The result ob-
tained via the Reynolds number, VF = 2 ml=min, lies
next to this range and is subsequently used as the default
volume (ow.

Polyacrylics was chosen as manufacturing material. This
enables the monitoring of the (ow inside the cell.

2.2. Experimental setup

A setup according to Fig. 2 was constructed. Two pres-
sure vessels, operating pressure 2 kPa abs., cause the driving

UV−Vis detector

Tracer

Cell

P

Deionized 
Water

Balance

P

Fig. 2. Residence time measuring device.

force which moves the (uid through the cell. Hence, pulsa-
tion via pumps is avoided. The volume (ow was adjusted
via rotameter and additionally monitored via balance. The
applied measuring technique was UV-Vis spectroscopy,
equipment: Specord 50, Analytik Jena. The respective online
testing probe was installed at the outlet of the cell. As a tracer
substance, we selected eosin (Basacid Rot 316, BASF) with
maximum absorption at a wavelength of �max = 515 nm.
After recording a calibration curve at this wavelength, we
8xed a concentration range from 0 to 5:5 × 10−6 mol=l in
which the Lambert–Beer law is valid. Subsequently, a tracer
concentration of 5×10−6 mol=l was used. Aging tests were
conducted to verify that the solution is time stable within
3 h (maximum relative error = 3:68%). A three-way cock
is used to switch from deionised water to eosin solution,
causing the concentration step in front of the cell. To avoid
disturbance in the velocity pro8le, the pipes connecting the
cock with the cell, and the pipes connecting the cell with
the online probe have the same diameter as the inlet and
outlet of the cell. Since these pipes constitute 36:7 vol% of
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Fig. 3. Successively recorded RTDs and mean RTD for anode compart-
ment plus inlet and outlet pipes.
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Fig. 4. Comparison of experimental RTD with ideal reactor RTDs.

the whole tested equipment, their in(uence is crucial for the
results and the simulation. During the experiments, a video
camera recorded the propagation of the tracer (ow through
the cell.

2.3. RTD measurements

RTD measurements were conducted for 60 min, see
Fig. 3. The curve shows a stable behaviour and is largely
reproducible. The 8rst eosin molecules were detected at the
outlet after 375 s, i.e. dimensionless time 	 = t=� = 0:39.
The mean residence time � = V=VF , i.e. the ratio of cell
volume to volume (ow, is 948 s (	= 1), while 50% of the
molecules inserted at t=0 s have left the cell after t50=781 s
(	= 0:82).

Fig. 4 shows the experimental curve in comparison to the
residence time of ideal reactors at the given volume and

volume (ow: continuous stirred tank reactor (CSTR), plug
(ow tubular reactor (PFTR), ideal laminar (ow tubular
reactor (Poiseuille (ow), and a reactor based on the disper-
sion model (with the minimum Bodenstein number Bo=50
applicable to this model). As can be seen, the ideal reactors
CSTR and PFTR deviate signi8cantly from the measured
curve. Also the dispersion model, based on dispersive turbu-
lent (ow in pipes, cannot describe the observed behaviour.
The best approximation of the experimental curve via an
ideal reactor is obtained with the Poiseuille model. This is
reasonable since the parallel channels contribute a main part
to the compartment volume, hence in(uencing strongly the
residence time behaviour, and the (ow through these chan-
nels is laminar. Despite the similarities, the steepness of the
Poiseuille curve is considerably higher than that of the mea-
sured curve and the experimental curve starts earlier. These
facts indicate higher dispersion than in tubes with laminar
(ow and zones of diminished velocities in the triangular area
or bypasses.

In addition, RTD measurements of the inlet and outlet
tubes were conducted which are used as input signal for
the simulation (see Section 3.2 for a motivation of this
approach).

3. Numerical simulations

3.1. Governing equations

Let c̃ (mol=m3) denote the concentration of eosin in the
water. The transport of eosin can be described by a scalar
convection–di>usion equation for c̃:

@c̃
@t

− DewTc̃ + ũ · ∇c̃ = 0 in (0; T̃ ] × �; (1)

c̃ = c̃in in (0; T̃ ] × �in ; (2)

@c̃
@n

= 0 in (0; T̃ ] × (� \ �in); (3)

c̃(0; ·) = 0 in �: (4)

Here, � is the domain presented in Fig. 5, � the boundary of
�, �in the in(ow boundary, �out the out(ow boundary, n the
outward pointing unit normal vector on � and T̃ = 3600 s
the 8nal time of the simulation.

We make the simplifying assumption that all physical
properties of the mixture concerning molecular transport,
especially the coeQcient Dew and the velocity 8eld ũ, are
independent of the concentration c̃. These assumptions are
appropriate for the present situation since we have a laminar
(ow and the concentration of the additional species (eosin)
is so small that it does not signi8cantly alter the physical
properties of the background (uid. Then, the velocity 8eld
ũ is decoupled from the concentration 8eld.
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Fig. 5. Fuel cell calculation domain with in(ow boundary �in and out(ow
boundary �out .

The di>usivity coeQcient of eosin in water Dew was cal-
culated via three methods: (a) Siddiqi and Lucas (1986), (b)
Hayduk and Laudie (1974), (c) Wilke and Chang (1955).
With an estimation of the molar volume via the group con-
tribution method of Constantinou et al. (1995), the methods
resulted in (a) Dew = 5:34 × 10−10 m2=s with an error of
13%, (b) Dew = 6:41 × 10−10 m2=s with an error of 18%
and (c) Dew = 6:36× 10−10 m2=s with an error of 20% (all
errors according to Perry and Green, 1997). Due to the
larger errors in (b) and (c), we decided to use the dif-
fusivity coeQcient of Siddiqi and Lucas, i.e. Dew =
5:34 × 10−10 m2=s.

The concentration at the inlet is denoted by c̃in. From the
experiment, only the mean value

Ṽcin(t̃ ) =

∫
�in
c̃in(t̃; s) ds∫
�in

ds

is known but not the pro8le of c̃in. We will present in Section
4.2 a numerical study for di>erent in(ow pro8les c̃in which
possess the same mean value Ṽcin. At the initial time, there
is no eosin in �.

The velocity 8eld ũ in Eq. (1) is given by the (ow
of the water through the DMFC compartment. This (ow
is described by the Navier–Stokes equations. Since the
steady-state velocity 8eld is much faster established
than the steady-state concentration 8eld, the (ow is
quasi-steady state and hence can be described by the
stationary Navier–Stokes equations for incompressible
(uids:

− �Tũ + (ũ · ∇)ũ +
∇p̃
�

= 0 in �; (5)

∇ · ũ = 0 in �; (6)

ũ = ũin on �in (7)

Fig. 6. Velocity 8eld at z = 2 mm.

(
�∇ũ − p̃

�
I
)
n = 0 on �out (8)

ũ = 0 on � \ (�in ∪ �out): (9)

Here, p̃ (kg=(m s2)) is the pressure, �= 1:002× 10−6 m2=s
is the kinematic viscosity of water and �=998 kg=m3 is the
density of water, both at 295 K, ũin the velocity at the inlet
and I the unit tensor. The velocity 8eld in the cut section
z = 2 mm is presented in Fig. 6.

The in(ow velocity ũin is given by ũin = (0; 0; (1 −
(r̃=r̃0)2) ũ) with ũ = 25=6� mm=s and the radius of the in-
(ow pipe r̃0 = 4 mm. The distance of x̃∈�in to the centre
of the in(ow circle is denoted by r̃. The in(ow pro8le is
a paraboloid and corresponds to the volume (ux in the
experiment:

∫
�in

ũin · n ds=
∫ 2�

0

∫ r̃0

0
(1 − (r̃=r̃0)2)ũr̃ dr̃ d�

=
�
2
ũr̃20 =

100
3

mm3=s = 2 ml=min:
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The evolution of the averaged out(ow of eosin

Ṽcout(t̃ ) =

∫
�out
c̃(t̃; s) ds∫
�out

ds

is the quantity of interest.
The used codes treat dimensionless versions of the gov-

erning Eqs. (1)–(9). Taking the characteristic length scale
L=1 mm, the velocity scale U =1 mm=s, the concentration
scale 5 × 10−6 mol=l and the time scale 1 s gives with the
usual transformations the dimensionless equations:

−Re−1 Tu + (u · ∇)u + ∇p= 0 in �; (10)

∇ · u = 0 in �; (11)

u = uin on �in ; (12)

(Re−1 ∇u − pI)n = 0 on �out ; (13)

u = 0 on � \ (�in ∪ �out); (14)

@c
@t

− 1
Pe

Tc + u · ∇c = 0 in (0; T ] × �; (15)

c = cin on (0; T ] × �in ; (16)

@c
@n

= 0 on (0; T ] × (� \ �in); (17)

c(0; ·) = 0 in �: (18)

The dimensionless quantities are denoted without the tilde.
In Eq. (10), the Reynolds number Re is given by

Re =
UL
�

= 0:998

and the Peclet number Pe in Eq. (15) is given by

Pe =
LU
Dew

= 1:87 × 103:

The dimensionless in(ow velocity is given by

uin =
ũin

U
=

(
0; 0;

25
6�

(
1 −

(
r
r0

)2
))

:

3.2. Fitting the experimental set-up with the
computational domain

The actual experimental set-up for the RTD measure-
ments consists of three parts: the inlet pipe, the anode com-
partment and the outlet pipe. Inlet and outlet pipe are al-
ready volume-minimised connectors from the valve to the
compartment and from the compartment to the measuring
sensor, respectively, but still they contribute to 36:7% of
the whole volume and in(uence strongly the residence time
behaviour of the exemplary anode compartment. To com-
pare the experimental results with the simulations, the in-
(uence of inlet and outlet are included in the simulation
via the following assumption: we regard the input–output

behaviour of the single setup parts as commutative in terms
of concentration and hence assume that the RTD is indepen-
dent of the arrangement of these parts. This allows to use
the connecting pipes’ RTD, i.e. the measured concentration
signal, as inlet boundary condition of the concentration for
the anode compartment.

3.3. Finite volume method

Computations with a cell-centred Finite Volume Method
(FVM) were carried out with the commercial code CFX
4.4. The discretisation is based on the decomposition of
the domain � into control volumes. The variables are de-
8ned at the centre of each control volume. The considered
equations are integrated over each control volume, inte-
gration by parts is applied, and the arising integrals on the
faces of the control volume connect the variables in the
centre of the control volume to the variables of their adja-
cent volumes. For uniform and quasi-uniform meshes, the
FVM corresponds to a 8nite di>erence scheme of second
order.

In our case, a hybrid di>erencing scheme (HDS) is used
to discretise the convective terms in all transport equations.
Depending on the size of a local mesh Peclet number, the
scheme switches between an upwind di>erencing (for small
mesh Peclet numbers) and a central di>erencing (for large
mesh Peclet numbers) scheme. In this way the needed up-
wind stabilisation is only used locally in regions where
the convection dominates over di>usion. The implicit back-
ward Euler scheme has been used for the time discretisation,
which allows larger time steps due to the unconditional sta-
bility property.

3.4. Finite element method

The simulation with the Finite Element Method (FEM)
have been performed with the code MooNMD, which was
developed at the Institut f1ur Analysis und Numerik (John
and Matthies, 2003).

3.4.1. The used code MooNMD
The main features of the research code MooNMD are:

• Isoparametric 8nite element discretisations of higher or-
der to adapt curved boundaries suQciently accurate, see
John (2002, 2003b); John and Matthies (2001),

• implicit temporal discretisations,
• eQcient iterative solvers for linear systems based on

multiple discretisation multilevel approaches, see John
(2002); John et al. (2002) for details.

These techniques are considered to be among the most
advanced ones in computational (uid dynamics (CFD).
The accuracy of the computed results obtained with
these approaches has been demonstrated for the Navier–
Stokes equations in several numerical studies (John,
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2002, 2003b; John and Matthies, 2001). Some of the ba-
sic ideas used in the implementation of these algorithms
have been described in detail in John (2003a); John and
Matthies (2003).

3.4.2. Applied discretisations
The Navier–Stokes equations are linearised by a 8xed

point iteration leading in each iteration step to a linear
problem which is usually called Oseen problem. These
Oseen problems are discretised by the mapped Q2=Pdisc

1
8nite element method. This pair of 8nite element spaces is
one of the most popular ones used for the incompressible
Navier–Stokes equations (Fortin, 1993; Gresho and Sani,
2000). It has been analysed in Matthies and Tobiska (2002)
and it has been proved to provide very accurate results in
computations of characteristic (ow parameters like lift and
drag coeQcients, see John (2002, 2003b); John and Matthies
(2001). Using the Q2=Pdisc

1 8nite element, the velocity is
approximated of second order by a continuous function
whereas the discrete pressure is a discontinuous 8rst-order
approximation.

The concentration in Eqs. (15)–(18) is approximated by
a continuous Q2 8nite element function. Since (15) is an
equation with dominating convection, we found it necessary
to stabilise the convective term. We used the popular stream-
line di>usion 8nite element method (SDFEM), see Hughes
and Brooks (1979) or the monograph Roos et al. (1996). A
detailed description of the SDFEM for time dependent prob-
lems can be found in Codina (1998). The SDFEM involves
local parameters !K which control the amount of additional
stabilisation based on the local ratio between di>usion
and convection. Let hK be the diameter of the mesh cell
K; ‖u(SK)‖ be the Euclidean norm of the velocity vector in
the barycentre SK ofK; PeK be the local Peclet number PeK=
‖u(SK)‖hK=(2%) and

&= coth(PeK) − 1
PeK

:

Similar to Codina (1998), we used the stabilisation
parameter

!K =
&hK

8‖u(SK)‖ :

The use of isoparametric 8nite elements has been proved to
be essential for computing accurate results with higher-order
8nite elements in curved domains, e.g., see John (2002);
John and Matthies (2001). That is the reason for using in
both equations isoparametric 8nite elements for the cylin-
drical pipes to obtain a suQciently accurate approximation
of the curved boundary.

We tested several implicit time stepping schemes for
solving (15): the 8rst-order backward Euler scheme, the
second-order Crank–Nicolson scheme and the second-order
fractional-step 	-scheme. In addition, the results obtained
with equidistant time steps of several length have been
compared.

4. Numerical studies and comparison to the experimental
results

4.1. First-order FVM approach—results for di?erent
lengths of the time step

The computational results presented in this section have
been obtained with the code CFX 4.4 and the 8nite volume
method described in Section 3.3.

The multi-block grid which has been used in the compu-
tations is illustrated in Fig. 7. It includes 37 blocks, 251,056
cells and 297,321 grid points.

In these computations, the experimental mean in(ow data
has been approximated by a piecewise polynomial (three
pieces). This approximation was quite accurate with a mean
error of 4%.

We studied the in(uence of the length of the time step on
the evolution of the mean out(ow concentration. The results
are presented in Fig. 8. It can be observed that the RTDs
are very similar for a wide range of time steps. The only
small di>erence is that the out(ow of eosin starts somewhat
earlier in the computations with large time steps. However,
the advantage of using larger time steps is that the overall
computing times are considerably reduced.

4.2. Second-order FEM approach—results with di?erent
in@ow proAles cin

These studies have been performed with the code
MooNMD and the 8nite element method described in
Section 3.4.

The coarsest mesh of the calculations is shown in
Fig. 9. The 8nal mesh was obtained from this initial mesh by

Fig. 7. Grid at z = 2 mm.
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Fig. 9. Coarsest mesh for the numerical studies of Section 4.2.

three re8nement steps. In each re8nement step, all existing
hexahedra are divided into 8 smaller hexahedra, i.e., the
number of hexahedral cells is increased by a factor of 8
by one re8nement step. Furthermore, during the re8nement,
the curved boundary was taken into account, i.e., the 8ner
meshes resolve the boundary much better than the shown
coarse one.

For approximating each velocity component, we used
641,292 degrees of freedom. This results in a total num-
ber of 1,923,876 degrees of freedom for the velocity
vector 8eld. The scalar pressure function was calculated
by using 294,912 unknowns. Finally, the concentration
in the fuel cell was approximated by 641,292 degrees of
freedom.

We found in our numerical studies that the averaged
concentration at the out(ow Vcout(t) shows a very small de-
pendence on the time discretisation scheme and the length
of the time step. In these studies, we tested time step
lengths Tt ∈ [0:01; 20]. For a given length of the time step,
all considered implicit time stepping schemes obtained
almost the same results for Vcout(t). In the following, we
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Fig. 10. Radial cut of di>erent concentration distributions at �in with the
same average 30% of maximum concentration.

present results obtained with the Crank–Nicolson scheme
and Tt = 10.

We will present a numerical study of the in(uence of the
chosen concentration pro8le cin(t; r) on the averaged out(ow
Vcout(t). All considered in(ow pro8les have the same average
Vcin(t). Fig. 10 shows four di>erent in(ow pro8les in a radial
cut such that in all cases the averaged concentration is 30%
of the maximal concentration.

The three solid curves in Fig. 10 are of the form

cin(t; r) = Vc(t)(a− br2);

where a; b are constants in space and r is the distance of
a point to the axis of the in(ow pipe. The dashed curve is
given by

cin(t; r) =

{
1; r ¡ r1(t);

0; r1(t)6 r6 r0;

where r1 is chosen such that the averaged concentration
corresponds to a given value. In the example with 30% of the
maximal concentration, there is r1 = 0:4

√
30. In the course

of the time, r1 tends to r0.
Fig. 11 shows the averaged concentration Vcout(t) at the

out(ow boundary �out for the four di>erent local concen-
tration distribution at �in together with the out(ow con-
centration obtained by the experiment. The curve from the
experiment shows a steeper increase than all numerical
simulations. We see that there are also di>erences between
the calculations for the di>erent local concentration distri-
butions. These di>erences become more obvious in Fig. 12.
In this 8gure, the di>erences of the numerical results to
the experimental output Vcout;exp(t) are presented. In order
to get smooth curves, the experimental data were smoothed
by using a cubic spline interpolation. The mean quadratic
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Fig. 12. Di>erences of averaged concentration at the out(ow boundary
�out with respect to experimental data.

Table 2
Error in the quadratic mean

a = 1:0 a = 1:1 a = 1:2 Radius

Mean error 3:54e − 2 2:83e − 2 2:42e − 2 1:83e − 2

error(
360∑
k=0

| Vcout;exp(kTt) − Vcout;num(kTt)|2
)1=2/√

361

using the values at the discrete times 0;Tt; 2Tt; : : : with
Tt = 10 is given in Table 2. It reveals that there is a
small error between experiment and numerical simula-
tions (¡ 4%) for all inlet pro8les. The best agreement

with the experimental data has been obtained by using the
in(ow pro8le where the radius r1(t) varies. The use of the
constant in(ow pro8le gives the largest error.

4.3. Concentration distribution in the cell

The transport of eosin through the anode compartment
was recorded by a video camera. The colour intensity rep-
resents the local mean concentration over the depth of the
cell. Subsequently, the video was digitally post-processed
by assigning di>erent colour intensities, i.e. concentrations,
to di>erent colours. From some snapshots, shown in Figs.
13(a)–(c), it can be observed that the concentration fronts
propagate temporally shifted, i.e. asynchronously, through
the channels. The front propagating through the third chan-
nel (from the right) is fastest, followed by the fronts of
the neighbouring channels. The concentration in the chan-
nel farthest away from the inlet is increasing signi8cantly
later. During dynamic feed operation of fuel cells using
this (ow bed design, the regions with slower fuel propa-
gation will, due to lower conversion rates, be less eQcient
for current production. In addition, a non-ideal tracer dis-
tribution and mixing behaviour in the triangular areas is
visible. Bypasses and dead zones can be noticed, validat-
ing the previous interpretation of the residence time curve
(Section 2.3).

Fig. 13 presents, besides the experimental snapshots
(a)–(c), snapshots of the CFX simulation (d)–(f). These
show the eosin concentration distribution vs. time in the mid-
dle cut (depth z=0:5 zmax). Pictures of the FEM simulation
correlate to these, but are not presented here. Although
the simulated pictures are not directly comparable by time
scale to the experimental snapshots (see Section 3.2),
they show qualitatively a remarkably strong similarity to
these. Figs. 13(a) and (d) show the concentration distri-
bution at the beginning. Except for smaller regions, the
triangular area shows a concentration of at least 50% of
the maximum concentration cmax and the CFX concentra-
tion distribution matches the one of the experiment. The
same can be said for Figs. 13(b) and (e), and (c) and
(f), respectively. Nonetheless, a small deviation can be
found: in the experiment the eosin propagation through
channel three, counted from the right side, is slightly
faster than in channel two, which is vice versa in the
simulation.

4.4. Comparison of the results obtained with CFX 4.4
and MooNMD

A comparison of the experimental RTD to the best results
computed with the codes CFX 4.4 and MooNMD is pre-
sented in Fig. 14. It can be seen that on the one hand the nu-
merical results are in good agreement with the experimental
one. But on the other hand, also some di>erences between
the computed RTDs can be observed. The RTD computed
with MooNMD is closer to the experimental RTD from the
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Fig. 13. Qualitative comparison of an experimental video (a,b,c) and a CFX simulation (d,e,f).

starting of the out(ow of eosin at around 400 s to around
1000 s. In the time interval from 1100 to 1800 s, the RTD
computed with CFX 4.4 matches better to the experimen-
tal one. The error in the quadratic mean of these curves is
1:83% for MooNMD and 4:55% for CFX 4.4. This shows
that the di>erences are small. Altogether, both codes are able
to simulate the RTD of the rhomboidal anode compartment
with a good accuracy.

5. Conclusions

The direction of the research work presented in this
paper is the characterisation and improvement of the per-
formance of DMFC anode compartments. A simpli8ed
parallel (ow bed with triangular inlet and outlet zones was
designed and constructed. 3D CFD methods as well as
experimental methods were applied to analyse the RTD.
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Fig. 14. RTDs of the experiment and the numerical simulations.

The cell’s residence time behaviour can be approximated
as the residence time behaviour of a laminar tube with con-
vective and dispersive transport. Simulated results could
be compared to experimental results via assuming that
the experimental RTD of the inlet and outlet pipes can
be used as input signal for the CFD simulations. RTDs
computed with the codes CFX 4.4 and MooNMD were
in good agreement with experimental measurements. In
addition, the reliability of the numerical simulations was
proved by showing that the computed RTDs depend only
slightly on the type of discretisation in space (8nite vol-
ume or 8nite element method), the time stepping schemes,
the length of the time step and the in(ow pro8le for the
concentration.

A study of the fuel distribution in the active area showed
concentration fronts propagating temporally shifted, i.e.
asynchronously, through the channels. Channels where the
concentration front arrived delayed will lead to smaller lo-
cal current densities under dynamic fuel cell operation. In
addition, small dead zones in the triangular regions could
be observed.

The presented analysis of the RTDs and concentration
distributions provided evidence of weaknesses of the sim-
pli8ed rhomboidal (ow bed design. None-the-less, in this
study the design is not chosen due to its optimum per-
formance, but to have a basic geometry suitable for RTD
and CFD simulations. This approach proved reasonable.
The geometry may be enhanced by re8ning the chan-
nel sizes and the distribution elements in the triangular
zones. In addition, a further option is to increase the low
ratio between active and geometric area caused by the
triangular zones. This is done either by minimising the
triangular area or by considering alternative (ow 8elds
without such distributors, e.g. parallel channel design or
spot design. Such studies are subject of our current research
activities.

Notation

Bo Bodenzahl number, dimensionless
c̃; c concentration, mol=m3; dimensionless con-

centration, dimensionless
c̃in, cin in(ow concentration mol=m3; dimension-

less in(ow concentration, dimensionless
Ṽcin, Vcin mean values of c̃in and cin
c̃out, cout out(ow concentration, mol=m3, dimension-

less out(ow concentration, dimensionless
Ṽcout, Vcout mean values of c̃out and cout

Dew di>usion coeQcient of eosin in water, m2=s
F cumulative residence time, dimensionless
L characteristic length scale, 1 mm
p̃, p pressure kg=(m s2); dimensionless pressure,

dimensionless
Pe Peclet number, dimensionless
r̃0 radius of the inlet and outlet pipes, 4 mm
Re Reynolds number, dimensionless
t time, s
T 8nal time, s
ũ, u velocity, m=s; dimensionless velocity,

dimensionless
ũin, uin velocity at the inlet, m=s; dimensionless

velocity at the inlet, dimensionless
U characteristic velocity scale, 1 mm=s
V cell volume, ml
VF volume (ow, ml/min

Greek letters

� boundary of �
�in, �out boundary at the inlet and outlet, respectively
Tt length of the time step
	 dimensionless time, dimensionless
� kinematic viscosity, m2=s
� density, kg=m3

� mean residence time, s
� domain of the anode compartment
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