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1 Introduction

The objective of this thesis is to discuss the eddy viscosity model for the turbulent flows.
The start of the study is the derivation of the Navier-Stokes equations. We use the
principle of the Newton’s second law, i.e., the conservation of mass and the conservation
of momentum, to form the Navier-Stokes equations. In the same time, we transformed
the equations into dimensionless Navier-Stokes equations to convenience our study in the
mathematical sense. We defined the domain that we worked on to be a three dimensional
hexahedron with periodic boundary conditions.

We defined the type of flows that we are interested in, which is the turbulent incom-
pressible flows. Because of the unknown term ,Reynolds stress tensor’ of the Navier-
Stokes equations, we seek for a computable term to replace it. Another point is the
difficulty of the numerical study. We noticed that not all the scales can be simulated by
the finite element method we applied. Because the eddies are not always large enough
to be represented on the grid, i.e., the discretization of the small eddies is impossible to
achieve. Hence, we introduced two solutions in this thesis, the Smagorinsky model and
the Verstappen model. In the thesis, we derived both of the Smagorinsky model and the
Verstappen model. And we explained in details, for the Verstappen model, the existence
of the eddy viscosity constant, and the reason we applied it into our models.

In the end, we performed several experiments with the code ParMooN. We proved that
the Verstappen model has a better behavior, in the sense of two quantities of interest,
whcih are the difference to the mean and the root mean squared tensor. We also noticed
that the Smagorinsky model with van Driest damping is for the quantity of interest
,Reynolds stress tensor’ a better simulation. The conclusion comes from the comparison
among all three best choices of the models, the Smagorinsky model, the Smagorinsky
model with van Driest damping and the Verstappen model.
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2 Navier-Stokes Equations

Navier-Stokes equations are models that tell us how the flow within a domain behaves
as time flies. The equations come from the Newton’s second law and the conservation
of mass.

In general, according to Newton’s second law, we know that the force is equal to
mass times acceleration. Suppose we have a domain Ω that flow lives in, and we choose
an arbitrary ω from Ω. We say that the fluid in ω has a defined mass, this mass is
defined by its density ρ[kg/m3]. Besides, we represent the route of the fluid as a 3D
route function, by the definition, the velocity and acceleration could be calculated as the
first and second derivatives of the route function. Regardless of the route function, we
could have a vector of velocity vvv(t,xxx) = (vx(t,xxx), vy(t,xxx), vz(t,xxx))[m/s]. We note that
the velocity depends on t and xxx. And for each direction of the coordinate, we have a
velocity scale. Therefore, we can define acceleration by doing derivation on the velocity:
a(t,xxx) = dvvv(t,xxx)/dt[m/s2].

2.1 Conservation of mass

In this section, we want to study the mass of the flow in an arbitrary domain ω. Since
we know nothing about the material of the flow, then we suppose that the density may
change as time and coordinate do. Hence we define the density ρ = ρ(t,xxx)[kg/m3].
Moreover, the mass of the flow in ω is

m(t) =

∫
ω
ρ(t,xxx)dxxx.

According to the conservation of mass, the total mass in a domain doesn’t change
in time. The derivative of mass m(t) should be equal to 0, because m(t) is constant.
Hence,

d

dt
m(t) =

d

dt

∫
ω
ρ(t,xxx)dxxx

=

∫
ω

d

dt
ρ(t,xxx)dxxx

= 0.

Since the rate of change of mass in ω must be equal to the flux of mass ρvvv(t,xxx) across
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the boundary ∂ω of ω. Therefore,

d

dt
m(t) =

∫
ω

d

dt
ρ(t,xxx)dxxx+

∫
∂ω

(ρvvv)(t, sss) ·nnnds

=

∫
ω

∂

∂t
ρ(t,xxx) +∇ · (ρvvv)(t,xxx)dxxx.

(2.1)

Because of the conservation of mass, i.e., equation (2.1), and the arbitrary choice of
ω we have the first equation of Navier-Stokes equations

∂tρ(t,xxx) +∇ · (ρvvv)(t,xxx) = 0. (2.2)

Furthermore, if the choice of ω depends on time, we can get an equation similar to
(2.1), by using Reynolds Transport theorem [3],

d

dt

∫
ω(t)

ρ(t,xxx)dxxx =

∫
ω(t)

∂tρ(t,xxx)dxxx+

∫
∂ω(t)

(ρvvv ·nnn)(t, s)ds

div thm
=

∫
ω(t)

∂tρ(t,xxx)dxxx+

∫
ω(t)
∇ · (ρvvv)(t,xxx)dxxx

=

∫
ω(t)

(∂tρ(t,xxx) +∇ · (ρvvv)(t,xxx))dxxx.

Now we consider a special case, namely the case of an incompressible and homoge-
neous fluid. We define such flows (for instance of water or air) are incompressible and
homogeneous, if the density of such flows do not change as time or position changes. To
describe it mathematically, from (2.1), we have

d

dt
ρ(t,xxx) = ∂tρ(t,xxx) +∇ · (ρvvv)(t,xxx) = 0.

Since ρ(t,xxx) = ρ is constant, hence ∂tρ(t,xxx) = 0, and the second term becomes

ρ∇ · vvv(t,xxx) = 0.

Therefore, one property of incompressible and homogeneous flow is

∇ · vvv(t,xxx) = (∂xvvv1 + ∂yvvv2 + ∂zvvv3)(t,xxx) = 0.

2.2 Conservation of momentum

According to Newton’s second law, we can use the conservation of linear momentum to
get another equation of Navier-Stokes equations. The linear momentum of the chosen
domain Ω is related to density and velocity. If we define the momentum of a unit cubic
[m3] of the flow in unit time [s] to be ρvvv(t,xxx) [kg/s ·m2], then the linear momentum of
flow over an arbitrary volume ω is,

PPP =

∫
ω
ρvvv(t,xxx)dxxx [kg ·m/s = N s].
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Since the linear momentum depends on mass and velocity, we can derive the equation
to get Newton’s second law.

d

dt
PPP =

d

dt
m · vvv(t,xxx)

= m · dv
vv(t,xxx)

dt
= m · aaa(t,xxx)

= FFF .

Let fnet[N/m
3] be the force density on the domain, then

FFF = m · aaa(t,xxx) =

∫
ω
fffnet(t,xxx)dxxx.

Therefore we get

d

dt

∫
ω
ρvvv(t,xxx)dxxx =

∫
ω
fffnet(t,xxx)dxxx.

Similar to equation (2.2), replacing ρ with ρvvv, we get

d

dt

∫
ω
ρvvv(t,xxx)dxxx =

∫
ω
∂tρvvv(t,xxx)dxxx+

∫
∂ω
ρvvv(vvv ·nnn)(t, s)ds

=

∫
ω
∂tρvvv(t,xxx)dxxx+

∫
ω
∇ · (ρvvvvvvT )(t,xxx)dxxx

=

∫
ω
fffnet(t,xxx)dxxx.

Using the chain rule we get ∇ · (ρvvvvvvT ) = ρ(∇ · vvv)vvvT + ρ(vvv · ∇)vvv. Since the flow is
incompressible and homogeneous, ∇·vvv = 0. Replacing this with the term in the integral
function, we get ∫

ω
ρ(∂tvvv + (vvv · ∇)vvv)(t,xxx)dxxx =

∫
ω
fffnet(t,xxx)dxxx.

Since we choose the domain arbitrarily, we finally get the Navier-Stokes equations as
follows,

ρ(∂tvvv + (vvv · ∇)vvv) = fffnet.

We have already arrived pretty close to the final equation. Now we can decompose the
force. Since we have not only the force inside the domain ω, but also, we care about the
force on the surface of the domain ω. Firstly, we split the force density into two parts,
which we call internal force density and external force density. We refer to the external
force density as gravity, which is not so difficult to understand as a physical parameter.
However, the other internal force density is complicated to measure. We suppose the

6



force density on the boundary to be a function ttt(t,xxx)[N/m2]. Then the total measure
of the force of the domain ω is∫

ω
fffnet(t,xxx)dxxx

∫
ω
fff ext(t,xxx)dxxx+

∫
∂ω
ttt(t, sss)dsss

=

∫
ω
fff ext(t,xxx)dxxx+

∫
ω
∇ · S(t,xxx)dxxx,

where S(t,xxx)[N/m2] is a 3× 3 tensor, which is also named as Cauchy stress tensor, and

ttt(t, sss) = S(t,xxx)nnn.

Therefore, the Navier-Stokes equations can now be written as follows,

ρ∂tvvv + ρ(vvv · ∇)vvv −∇ · S = fff ext. (2.3)

Notice that the Cauchy stress tensor is symmetric, we have six unknown elements in
S. We can decompose the Cauchy stress tensor as the sum of viscous stress tensor and
pressure diagonal tensor.

S = V− P I, (2.4)

where V [N/m2] is a symmetric tensor, P [Pa] is a pressure vector, I is identity 3 × 3
tensor. Since the pressure only acts on the domain in the opposite direction, we use
negative sign here.

As for the viscous stress tensor, we define a tensor that depends linearly on the first
derivatives of the velocity,

V = aD(vvv) + b(∇ · vvv)I,

where

D(vvv) =
∇vvv + (∇vvv)T

2
[1/s], (2.5)

and vvv is the vector of velocity. Precisely analog to the Hook’s law of solid, one can write
the viscous stress tensor in the form,

V = 2µD(vvv) + (ζ − 2µ

3
)(∇ · vvv)I, (2.6)

where µ[kg/m · s] is called the first order viscosity and ζ[kg/m · s] is the second order
viscosity. If the fluid is incompressible, then the second term will be vanished. Hence,
we have,

S = 2µD(vvv)− P I. (2.7)

Inserting (2.4) into the Navier-Stokes equations (2.3), we have

ρ(∂tvvv + (vvv · ∇)vvv)− 2∇ · µD(v)−∇ · ((ζ − 2µ

3
)(∇ · vvv)I) +∇P = fff ext (0, T ]× Ω

∂tρ+∇ · (ρvvv) = 0 (0, T ]× Ω.
(2.8)
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If the fluid is incompressible and homogeneous, then insert ∇ ·vvv = 0 into (2.8), we have

∂tvvv + (vvv · ∇)vvv − 2ν∇ · D(vvv) +
1

ρ
∇P =

fff ext

ρ
(0, T ]× Ω

∇ · vvv = 0 (0, T ]× Ω,

(2.9)

where ν = µ
ρ [m2/s] is called the kinematic viscosity of the fluid.

The equation in (2.7) gives us the form of Newtonian flows. We define those flows,
who obey the following two assumptions as Newtonain flows:

• the Cauchy stress tensor depends only on the first order spatial derivatives of the
velocity,

• the Cauchy stress tensor depends linearly on the first order spatial derivatives of
the velocity.

It is obvious that the right-hand side of (2.7) fully satisfies the two assumptions above.

2.3 Dimensionless Navier-Stokes equations

For mathematical analysis purposes and numerical simulations, we need to derive the
dimensionless Navier-Stokes equations. Firstly, we set several characteristic scales of the
flow problem. We define L[m] to be the characteristic length scale, U [m/s] to be the
characteristic velocity scale, and T ∗[s] to be the characteristic time scale. Suppose the
old variables in the Navier-Stokes equations (2.9) are of the form (t′,xxx′)[s,m]. Then we
can reformulate the equations using the following variables:

xxx =
xxx′

L
, uuu =

vvv

U
, t =

t′

T ∗
.

We can rescale the equations by multiplying 1
U2 on both sides of the first equation in

(2.9), then applying the chain rule to get the rescaled equation. At the same time, after
rescale the equation, the time interval and domain are dimensionless. Suppose that the
old variables (t′,xxx′) live in the domain (0, T ′]× Ω′, then we can now define T = T ′

T ∗ and
Ω to be the rescaled domain of Ω′. Hence, we get the rescaled form as follows,

L

UT ∗
∂tuuu+ (uuu · ∇)uuu− 2ν

UL
∇ · D(uuu) +∇ P

ρU2
=

L

ρU2
fff ext (0, T ]× Ω

∇ · uuu = 0 (0, T ]× Ω.

(2.10)

The complicated parameters in the equations above will also be replaced by fixed
physical parameters, i.e.,

p =
P

ρU2
, Re =

UL

ν
, St =

L

UT ∗
, f =

L

ρU2
fff ext,
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where Re is called Reynolds number, and St is called Strouhal number. Therefore, after
inserting the parameters in the Navier-Stokes equations (2.10) we get the incompressible
Navier-Stokes equations as follow,

St∂tuuu+ (uuu · ∇)uuu− 2

Re
∇ · D(uuu) +∇p = fff (0, T ]× Ω

∇ · uuu = 0 (0, T ]× Ω.
(2.11)

We can simplify the notations in (2.11) by using the dimensionless scale T ∗ = L/U
and ν = Re−1 to get the basic equation for mathematical analysis purpose.

∂tuuu+ (uuu · ∇)uuu− 2ν∇ · D(uuu) +∇p = fff (0, T ]× Ω

∇ · uuu = 0 (0, T ]× Ω.
(2.12)

Since D(uuu) = 1
2(∇uuu+ (∇uuu)T ), we can replace ∇ · D(uuu) in (2.12) with simpler form,

∇ · D(uuu) =
1

2
∇ · (∇uuu+ (∇uuu)T )

=
1

2
(4uuu+ nabla(∇ · uuu))

=
1

2
4uuu.

(2.13)

Inserting (2.13) into (2.12) we have,

∂tuuu+ (uuu · ∇)uuu− ν4uuu+∇p = fff (0, T ]× Ω

∇ · uuu = 0 (0, T ]× Ω.
(2.14)

Until now we have already got the general form of Navier-Stokes equations. For example,
the velocity and pressure stay unchanged, then the component ∂tuuu in (2.14) vanishes,
we call such equation as the stationary Navier-Stokes equations.

2.4 Initial and boundary conditions

The Navier-Stokes equations (2.14) contain a first derivative in time and second deriva-
tives in space. We seek for the numerical solutions of the equations. First of all, we will
define the initial value uuu(0,xxx) = uuu0(xxx) at t = 0. The initial flow should be divergence
free since we have ∇ · uuu = 0.

Generally we have several kinds of boundary conditions, here we only discuss Dirichlet
boundary condition. Suppose Ω is bounded and Γ = ∂Ω is the bound of the domain Ω.
The Dirichlet boundary condition of the Navier-Stokes equations is defined as

uuu(t,xxx) = ggg(t,xxx), (0, T ]× ΓDiri, (2.15)

where ΓDiri ⊂ Γ is a subset of the boundary in the domain. Specifically, if ggg(t,xxx) = 000,
we say that it is a no-slip boundary condition.
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Furthermore, another boundary condition, which is called do-nothing boundary con-
dition, is often applied in numerical simulations. As implied before, we define the stress
tensor as in (2.7). Hence, the do-nothing boundary condition will be written as

Snnn = 000 (0, T ]× ΓDonot, (2.16)

where ΓDonot ⊂ Γ is a subset of the boundary in the domain.
This boundary condition tells us that the Cauchy stress tensor vanishes on the cor-

responding boundary. However, the do-nothing boundary condition does not fit for
all two-dimensional flow models, such as the Hagen-Poiseuille flow, i.e., the solution of
Navier-Stokes equations does not satisfy (2.16). But if we replace the Cauchy stress
tensor in (2.7) with the velocity deformation tensor

S = ν∇uuu− pI, (2.17)

then the do-nothing boundary condition will be satisfied.
On the other hand, if the domain extends to infinitely end, we can apply the periodic

boundary condition to the case, which is, we can assume that in the direction of the
infinity extension the flow has a period of length l. Therefore, the domain will be
defined as Ω = (0, l)d and the periodic boundary conditions are given by

uuu(t,xxx+ leeei) = uuu(t,xxx) ∀(t,xxx) ∈ (0, T ]× Γ. (2.18)
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3 Turbulent Flows

3.1 The model of the turbulent flows

The model of dimensionless incompressible Navier-Stokes equations is the basis of nu-
merically simulating turbulent incompressible flows, since the Navier-Stokes equations
mainly tell us the fact that the linear momentum and mass are conservative.

Recall the Navier-Stokes equations with initial condition in (2.12), we replace ν with
Re−1 for simplifying mathematical symbols. The Reynolds number effects the second
derivative of the velocity. The range of Reynolds number decides the type of flow. In
fact, turbulent flows are characterized by a high Reynolds number. More specifically
the Reynolds number of the turbulent flows starts at several thousands. Therefore the
viscous term 2Re−1∇ · D(uuu) is much smaller than the convective term ∂tuuu + (uuu · ∇)uuu.
Since as the viscosity gets smaller, the system will be more unstable. Hence, a high
value of the Reynolds number ensures us the occurrence of turbulent flows.

However, we cannot give an exact definition of what is turbulent. According to physical
points of view, we can define those flow structures, which has not only large eddies but
also accompany with many very small flow structures, to be turbulent flows. Regardless
of the large eddies, we focus on the size of the smallest eddies that occur. The size will
be denoted by λ.

The determination of the smallest size of turbulent flows is from the idea of isotropic
turbulence, which means that the velocity is statistically stationary under time shifting
and statistically homogeneous under coordination rotating or reflecting.

We know that large eddies are unstable and will break up into smaller ones. This
process continues until the Reynolds number Re(l) = u(l)/ν of the eddies is sufficiently
small, such that the eddy is stable and effectively dissipating the kinetic energy. This
process is known as energy cascade. We denote the rate of dissipation by ε[m2/s3]. In
the study of particular flows, we get to know that the value of ε is proportional to U3/L,
and it is independent of the Reynolds number.

We want to describe the size of the smallest eddy. In fact, we cannot yet directly
measure the scale. However, from the work of Kolmogorov [5], we can define the so-
called Kolmogorov scales via his three hypotheses about turbulent flows:

1. At sufficiently high Reynolds numbers, the small scale turbulent motions are
isotropic.

2. In every turbulent flow at sufficiently high Reynolds number, the statistics of the
small scale motions have a universal form which is uniquely given by ν and ε.
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3. In every turbulent flow at sufficiently high Reynolds number, the statistics of mo-
tions of scale l in the range L� l� λ have a universal form uniquely determined
by ε and independent of ν.

We define the unique length, velocity and time scales as Kolmogorov scales

λ =

(
ν3

ε

) 1
4

[m], uλ = (εν)
1
4 [m/s], tλ =

(ν
ε

) 1
4

[s]. (3.1)

Therefore, the Reynolds number of the eddies of size λ is

Re(λ) =
λuλ
ν

= 1, (3.2)

Since the value of Reynolds number is sufficiently small, the dissipation of the kinetic
energy will be effective.

We can also define the rate of dissipation. From (3.3) we can get two equations

ε = ν · ε
ν

= ν
1

t2λ
,

ε = ν
u2
λ

λ2
.

(3.3)

We can combine both of the right-hand side terms in the equations in (3.3) into one
equation, and it gives us the rate of the velocity to the length of Komogorov scale

uλ
λ

=
1

tλ
. (3.4)

Because the choice of λ is small, this rate represents an approximation to the spatial
derivative of the Kolmogorov scales’ velocity, which is the velocity gradient. From (2.17)
we observe that the velocity gradient is bounded uniformly with respect to the Reynolds
number. Then we can estimate the size of the Kolmogorov scales. Since

λ

L
=

(
ν3

ε

) 1
4

· 1

L
∼
(
ν3L

U3

) 1
4

· 1

L
=

(
ν3

L3U3

) 1
4

= Re−
3
4 ,

where L is the length scale, we can neglect the term to have

λ ∼ Re−
3
4 . (3.5)

Numerical simulations are based on discretizations, which use meshes to compute an
approximation of solutions to the Navier-Stokes equations. However, the value of the
Kolmogorov scale raises the problem of the mesh size, i.e., the eddies of the smallest
size cannot be simulated with the meshes, they are far more micro as the meshes are.
Therefore we cannot get a direct numerical simulation with the help of a standard FEM
method.
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Furthermore, we may as well notice that flows at high Reynolds number have different
behaviors in dimension two and three. We define ωωω = ∇×uuu to be the vorticity. We can
apply the vorticity term in the Navier-Stokes equation and suppose the external force is
zero. Then we have

∂tωωω − Re−1∇ · D(ωωω) + (uuu · ∇)ωωω − (ωωω · ∇)uuu = 0. (3.6)

Since the Reynolds number is high, the second term will be ignored. Hence we get
the conservation form of vorticity to be

Dωωω

Dt
= ∂tωωω + (uuu · ∇)ωωω ' (ωωω · ∇)uuu. (3.7)

From the equation we can see that the change of ωωω depends on ∇uuu. It implies that
in turbulent three-dimensional flows, the vortex stretching exists and it is an important
feature of the flows. But in dimension two, we cannot have the equation above. Since
the vorticity does not equal to zero in the third term and the velocity gradient is not
zero in the first two terms as well. We cannot observe any vortex stretching. Thus the
two-dimensional flow is not the same as turbulent flows in three dimensions. It is also
a reason that we always want the simulation to be established in the three-dimensional
space.

3.2 The classical large eddy simulation

The classical large eddy simulation (LES) provides us with a model of filtering out
the small eddies in the turbulent flows and modeling their effect on the large scales and
computing the behavior of the large eddy scales, such that we can apply this methodology
in the Navier-Stokes equations to get numerical solutions.

Since the elements we refer to are vector-valued functions and tensor-valued functions,
we should at first give the notations of inner product of two vector-valued functions and
Frobenius norm of matrices. We say that the inner product of two functions uuu and vvv in
the Lebesgue space L2(Ω) is

(uuu,vvv) =

∫
Ω
uuu(xxx)vvv(xxx)dxxx.

And the Frobenius norm of a matrix A ⊂ Rn×n is

‖A‖F = (A : A)
1
2 =

 n∑
i,j=1

a2
ij

 1
2

.

The basic approach of LES is to define scales by filtering. The large scales are defined
by doing convolution of the velocity with a filter function g(·). The filter function g(·)
can help us with filtering out small eddy scales. Therefore, if we have a domain Ω = Rd
(d > 1) of the turbulent flow, we can define the large scale velocity field in the form of

ū̄ūu(yyy) =
1

δ(yyy)d

∫
Rd
g

(
yyy − xxx
δ(yyy)

)
uuu(xxx)dxxx, (3.8)
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and the large scale pressure has the form

p̄(yyy) =
1

δ(yyy)d

∫
Rd
g

(
yyy − xxx
δ(yyy)

)
p(xxx)dxxx, (3.9)

where the function δ(yyy) gives us all eddies that are of size at least δ(yyy). With the help
of (3.8) and (3.9), we can define the small scales to be

(u′u′u′, p′) = (uuu− ū̄ūu, p− p̄). (3.10)

We can simulate the large eddies by inserting (ū̄ūu, p̄) into the Navier-Stokes equations.
Since convolution is a linear operator, we can get the equation by averaging the general
Navier-Stokes equations. Hence, we have

∂tuuu− 2Re−1∇ · D(uuu) +∇ · (uuuuuuT ) +∇p = f̄ (0, T ]× Rd

∇ · uuu = 0 (0, T ]× Rd

ūuu(0, ·) = uuu0 Rd.

(3.11)

Furthermore, if we interchange the averaging operators with differentiation operators,
we can get the results with the Reynolds stress tensor, which is called space averaged
Navier-Stokes equations, as below

∂tuuu− 2Re−1∇ · D(ūuu) +∇ · (ūuuūuuT ) +∇ · R(uuu,uuu) +∇p̄ = f̄ (0, T ]× Rd

∇ · ūuu = 0 (0, T ]× Rd

ūuu(0, ·) = uuu0 Rd,

(3.12)

where
R(uuu,uuu) = uuuuuuT − ūuuūuuT . (3.13)

The Reynolds stress tensor composes of two averaging tensors. The space-averaged
Navier-Stokes equations are not closed. Because the divergence of the Reynolds stress
tensor is not defined in terms of ū̄ūu. We will decompose it into two parts and observe the
properties. One choice is to construct the Reynolds stress tensor in the following form

R(uuu,uuu)− tr(R(uuu,uuu))

3
· I = −2νTD(ūuu), (3.14)

where νT is called the turbulent viscosity, and the right-hand side is called eddy viscosity
model. We name this form of equation (3.14) as the Boussinesq hypothesis [6].

The purpose of the construction is to add the diagonal term to the pressure p̄, which
is

p̄ := p̄+
tr(R(uuu,uuu))

3
· I. (3.15)
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3.2.1 The Smagorinsky model

In the last section, we notice that the right-hand side of (3.14) gives us an unknown
new term, the turbulent viscosity νT . Usually, the turbulent viscosity depends on the
solution, hence the new term is nonlinear. We need to model the turbulent viscosity. On
the other side, we know that ε ∼ U3/L, where ε is the dissipation rate. We assume now
that for every length scale L∗ we have a relationship between this term and the velocity
scales U∗. Hence, we have

ε ∼ U3
int

Lint
, ε ∼

U3
δ

δ
, (3.16)

where we define Lint to be the integral length scale and Uint to be the corresponding
velocity scale. We can also use δ to denote the filter width. Hence, we get the relationship
between Uint and Uδ is

Uδ ∼
(

δ

Lint

) 1
3

Uint. (3.17)

Since for smallest eddies, we define the Reynolds number equals to 1. Then we have

Re(δ) =
δUδ
νT

= 1. (3.18)

Hence we have the viscosity term, together with (3.17), in the form of

νT = δUδ ∼ UintL
− 1

3
int δ

4
3 . (3.19)

We also assume that the integral velocity scale depends linearly on the deformation
tensor of the filtered velocity, i.e.,

Uint ∼ Lint‖D(ūuu)‖F . (3.20)

Now we insert this term into (3.19), with an approximation of Lint ∼ δ, and an constant
coefficient, to get

νT = CSδ
2‖D(ūuu)‖F (3.21)

where
tr(D2(·)) = ‖D(·)‖F = 2q(·). (3.22)

From now on we get a model of the turbulent viscocity νT with respect to δ. In this
subsection, we state the Smagorinsky model, which gives us a solution to model the
dissipation rate of the Reynolds stress tensor. The diagonal components of the viscocity
stress tensor is added to the pressure p̄. We only need to consider the dissipation rate
of the right-hand side term of (3.14) i.e., ∇ · (−νTD(ūuu)). If we insert (3.21) into the
dissipation term, we get

−∇ · (CSδ2‖D(ūuu)‖F )D(ūuu)), (3.23)

where CS is the dimensionless Smagorinsky coefficient, and δ refers to the local mesh
width.
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We can denote the space-averaged velocity and pressure (ūuu, p̄) with their approxima-
tions (w, r) to get the momentum balance of the Smagorinsky model in the domain
(0, T ]× Ω as follows

∂tw − 2∇ · ((ν + CSδ
2‖D(w)‖F )D(w)) + (w · ∇)w +∇r = fff. (3.24)

In the paper of [4], we mentioned that the Smagorinsky LES model can cause too
much energy dissipation near the walls. We define a non-dimensional wall coefficient
y+ = yuuu∗/vvv, where uuu∗ = τ/ρ is the friction velocity at the nearest wall. Hence, y+

defines different layers from the wall. In this case, we introduce a damping factor in the
viscous sub-layer, which is inside viscous wall region y+ < 5, and the Reynolds shear
stress is negligible. According to the law of the wall, we can derive the viscosity model
of the Smagorinsky LES model with van Driest damping as follows,

νT = CSδ
2‖D(ūuu)‖F

(
1− exp

(
−y+

A

))2

,

where A = 26, and CS is the same as in equation (42).
These models predict the dynamics of filtered turbulent flows. However, we can only

apply it to the case of turbulent flows, since the perturbance term does not vanish if
turbulent no longer exists. In the next section, we will introduce the Verstappen model
which fixes this defect.

3.2.2 The Verstappen model

The Verstappen model is an alternative model to the Smagorinsky eddy viscosity model.
According to the Kolmogorov hypotheses, the smallest eddies have a universal form, and
they are uniquely given by the viscosity ν. The idea of the Verstappen model is to build
a sub-filter, filtering out the sub-filter scales in order to control the kinetic energy of
the fluctuation by its upper bound, which is the L2 norm of the velocity gradient. This
process is called damping. In this model, we will discuss the evolution of sub-filter
eddies. We know that it is difficult to describe the dynamic of the eddies, which have
even smaller size than the sub-filter scale. Hence, the Verstappen model gives us an
assumption to describe the dynamic of the sub-filter eddies instead of looking into the
real development.

In this section, we will continue with the space averaged Navier-Stokes equation (3.12).
We use ūuu to represents the space averaged functions, where the filter involved the oper-
ation of integration. The function ūuuūuuT − uuuuuuT depends on both ūuu and uuu, and it has the
property of non-linearity and convection. Instead, we approximate the residual term by
applying a closure model τ(vvv), where

τ(vvv) = −2νeD(vvv). (3.25)

We denote vvv to be the velocity field of the eddy viscosity model equation, and get the
following form,

∂tvvv + (vvv · ∇)vvv +∇p̃− 2ν∇ · D(vvv) = −∇ · τ(vvv). (3.26)
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The replacement of ūuu with vvv is to stress the difference between the variables in two
different models.

Here, we must emphasize that τ(vvv) 6= −R(uuu,uuu) = ūuuūuuT − uuuuuuT . Because we cannot
give a close form of τ(vvv). Therefore, in the Smagorinsky model, we define the closure
model as in (41). In the Verstappen model, we no longer use this formula but define a
new filtering operator,

v̄vv =
1

|Ωδ|

∫
Ωδ

vvv(x, t)dx, (3.27)

which is known as a box filter. This box filter calculates the average of the velocity in
the domain Ωδ. To be precise, we consider an arbitrary domain Ωδ with its diameter δ.
Furthermore, we assume that the solution vvv has periodic boundary conditions on Ωδ. We
are aware of the fact that the solution field vvv is not generally periodic on the boundary
of the domain Ωδ. In our calculations, the periodic boundary conditions are necessary
and δ is the smallest scale that we can observe. In the meantime, this assumption can
help us with eliminating the boundary terms while doing integration.

We seek for a close form of the kinetic energy and its upper-bound. Therefore, we
introduce a test function vvv′ = vvv − v̄vv that represents small eddies, which means, the size
of the eddies in this residual field are smaller than the diameter of the domain. The
test function helps us to find out the close form of the kinetic energy. By doing weak
formulation of (3.26) with the test function in the domain Ωδ, we obtain,

(∂tvvv,vvv
′) +

(
(vvv · ∇)vvv,vvv′

)
+ (∇p̃, vvv′)− (2ν∇ · D(vvv), vvv′) = (2∇ · (νeD(vvv)), vvv′). (3.28)

Since the equation (3.28) contains both vvv and vvv′, we want to get rid of multi-variables.
Hence, we can derive easily from the test function to get vvv = vvv′+v̄vv. And we already know
that the solution field vvv is in the vector field of incompressible and homogeneous flows.
Therefore, we have the divergence of the velocity is zero, i.e., ∇ · vvv = ∇ · (vvv′ + v̄vv) = 0.
According to the definition of the box filter, v̄vv is a constant for any arbitrary chosen
domain, then we get the divergence of the constant vector v̄vv is zero, i.e., ∇ · v̄vv = 0.
Because the divergence operator is linear, we can finally reach the divergence of the
residual field is zero, i.e., ∇ · vvv′ = 0. Therefore, from (3.28) we have the following
calculation of the weak formulation. Since

d

dt
(vvv′, vvv′) = (∂tvvv

′, vvv′) + (vvv′, ∂tvvv
′) = 2(∂tvvv

′, vvv′), (3.29)

the first term on the left-hand side can be decomposed into

(∂tvvv,vvv
′) = (∂tv̄vv,vvv

′) + (∂tvvv
′, vvv′)

= (∂tv̄vv,vvv
′) +

1

2

d

dt
(vvv′, vvv′)

= (∂tv̄vv,vvv
′) +

d

dt

∫
Ωδ

1

2
‖vvv′‖2dx.

(3.30)

We notice that the integral part of the equation (3.30) is the kinetic energy of the residual
field vvv′.
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Because of our assumption of periodic boundary conditions, we will eliminate the
pressure component by doing integration by parts as below,

(∇p̃, vvv′) =

∫
∂Ωδ

p̃ · vvv′ ·nnnds− (∇ · vvv′, p̃)

= −(∇ · vvv′, p̃)
= 0.

(3.31)

We can apply equation (2.13) to reduce the weak form of the component 2∇ ·D(vvv) to
∇ · ∇vvv. And also we can integrate by parts to get

−(2ν∇ · D(vvv), vvv′) = −ν(∇ · ∇vvv,vvv′)

= −
∫
∂Ωδ

∇vvv · vvv′ ·nnnds+ ν(∇vvv,∇vvv′)

= ν(∇vvv,∇vvv′)
= ν(∇v̄vv,∇vvv′) + ν(∇vvv′,∇vvv′)

= ν(∇v̄vv,∇vvv′) + ν

∫
Ωδ

‖∇vvv′‖2dx.

(3.32)

The same calculation is performed to the weak form of the component of νeD(vvv).
Under the assumption that νe is constant, we have the following equation,

(∇ · νeD(vvv), vvv′) = νe(∇ · D(vvv), vvv′)

= −νe
2

(∇vvv,∇vvv′)

= −νe
2

(∇v̄vv,∇vvv′)− νe
2

∫
Ωδ

‖∇vvv′‖2dx.

(3.33)

In the paper [9], the components of equation (3.28) will be replaced by equations
(3.30) to (3.33). And a term is introduced as an integration of the energy, which refers
to as the complete energy transfers from v̄vv to the residual field vvv′, i.e.,

∫
Ωδ
T (v̄vv,vvv′)dx.

And it will be used to substitute all the terms that contain both v̄vv and vvv′ after inserting
the equations (3.30) to (3.33)into the equation (3.28). Therefore, we will get an equation
for the dynamics of the sub-grid scales as follows,

d

dt

∫
Ωδ

‖vvv′‖2dx = −ν
∫

Ωδ

1

2
‖∇vvv′‖2dx+

∫
Ωδ

T (v̄vv,vvv′)dx− νe
∫

Ωδ

1

2
‖∇vvv′‖2dx. (3.34)

From the equation (3.34), we observe that the kinetic energy is related to the L2

norm of the velocity gradient. In order to damp the velocity gradient, we assume that
the eddy viscosity can be chosen to balance the energy transfer from v̄vv to vvv′, i.e., the
last two terms in (3.34) balance. This assumption ensures us that no sub-filter scales
in equation (3.26) would be produced. The left equation helps us with finding out the
evolution of the kinetic energy of vvv′. Since we have presently

d

dt

∫
Ωδ

1

2
‖vvv′‖2dx = −ν

∫
Ωδ

‖∇vvv′‖2dx ≤ 0. (3.35)

18



On the other hand, according to Poincare’s inequality, the dissipation rate of the small
scales, which is defined as the integral over L2 norm of the residual field, has an upper
bounded as below, ∫

Ωδ

‖vvv′‖2dx ≤ Cδ

∫
Ωδ

‖∇vvv′‖2dx, (3.36)

where Cδ is the Poincare constant and independent of vvv, for every vvv in the Sobolev space
W 1,2(Ωδ). It is given by

Cδ =

(
δ

π

)2

, (3.37)

for a convex domain.
Now we can use (3.36) to bound the twice derivative of the kinetic energy in (3.35) to

get
d

dt

∫
Ωδ

‖vvv′‖2dx ≤ −2ν

Cδ

∫
Ωδ

‖vvv′‖2dx. (3.38)

We can regard the left part of equation (56) as a differential inequality, since the right-
hand side constantly depends on the differential function itself. We can apply Gronwall’s
lemma to get ∫

Ωδ

‖vvv′‖2(t, x)dx ≤ exp

(
− 2ν

Cδ
t

)∫
Ωδ

‖vvv′‖2(0, x)dx. (3.39)

The inequality states that the kinetic energy of the sub-grid scales decays as fast as
exp(−2νt/Cδ).

In the case of classical large eddy simulation model, the dissipation rate is denoted by∫
Ωl

(ν+ νe)‖∇vvv‖2dx, where l ≥ δ, and Ωl is an arbitrary domain with diameter l. Under
the consideration of energy transfer, the eddy viscosity should stop the progress from
large eddies breaking up and forming small eddies that have scale smaller than δ. Hence
the dissipation rate is decreasing at a rate controlled by fluid viscosity ν.

We need to find out the minimum amount of eddy viscosity that satisfies the dissipation
condition, which is,

d

dt

∫
Ωδ

1

2
‖∇vvv‖2dx = −ν

∫
Ωδ

‖∆vvv‖2dx ≤ 0. (3.40)

The determination of the eddy viscosity in this model will be derived in the same way
as in equation (3.28), i.e., by taking the L2 inner product of equation (3.26) with ∆vvv,
and then integration by parts,

d

dt

∫
Ωδ

1

2
‖∇vvv‖2dx = −ν

∫
Ωδ

‖∆vvv‖2dx+

∫
Ωδ

(
(vvv · ∇)vvv ·∆vvv − νe‖∆vvv‖2

)
dx. (3.41)

We assume that the velocity vvv is sufficiently smooth such that all operations performed
below are well defined. We choose the solution space of the velocity vvv to be in the Sobolev
space W 2,2(Ωδ). Hence, we could derive that ∇vvv is in the solution space W 1,2(Ωδ).
Therefore, the gradient of velocity field satisfies the Poincare inequality as follows,∫

Ωδ

‖∇vvv‖2dx ≤ C′δ

∫
Ωδ

‖∆vvv‖2dx. (3.42)
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We can apply Gronwall’s lemma once more, together with equation (3.40) to get the
upper-bound of the L2 norm of the velocity gradient,∫

Ωδ

‖∇vvv‖2dx ≤ exp

(
− 2ν

C′δ
t

)∫
Ωδ

‖∇vvv‖2(0, x)dx. (3.43)

By replacing the right-hand side of (3.36) with the inequality (3.43), we can get the
upper bound of the kinetic energy∫

Ωδ

‖vvv‖2dx ≤ Cδexp

(
− 2ν

C′δ
t

)∫
Ωδ

‖∇vvv‖2(0, x)dx. (3.44)

Because of equation (3.40), we can cancel out the left-hand side term and the first term
on the right-hand side to get

νe

∫
Ωδ

‖∆vvv‖2dx =

∫
Ωδ

(vvv · ∇)vvv ·∆vvv dx. (3.45)

In the paper [1], the right-hand part of (3.45) is stated to be equal to 4
∫

Ωδ
r(vvv) dx,

where r(vvv) = −1
3tr(D3(vvv)) = − det D(vvv). Also this symbol is only proved to apply for

three-dimensional Navier-Stokes equations. Therefore, we have the following equation∫
Ωδ

(vvv · ∇)vvv ·∆vvv dx = 4

∫
Ωδ

r(vvv) dx

= −4

∫
Ωδ

det D(vvv) dx.

(3.46)

In the same time, we define q(ωωω) = 1
2tr(D2(ωωω)) with ωωω = ∇×vvv, as in equation (3.22).

Then we can use the identity ∆vvv = −∇× ωωω = −∇×∇× vvv. And the left-hand side of
equation (3.45) would be induced as

4

∫
Ωδ

q(ωωω) dx =

∫
Ωδ

‖−∇×ωωω‖2dx =

∫
Ωδ

‖∆vvv‖2dx. (3.47)

Therefore, together with the definition of box filter in equation (3.27), the value of νe
can be represented as

νe =

∫
Ωδ
r(vvv)dx∫

Ωδ
q(ωωω)dx

=
r(vvv)

q(ωωω)
. (3.48)

The estimation of q(ωωω) is related to the following lemma.

Lemma 1. Let Ω ∈ Rd, d ∈ {2, 3}, and let vvv ∈ H1(Ω) with periodic boundary conditions,
then it holds

‖∇vvv‖2L2(Ω) = ‖∇ · vvv‖2L2(Ω) + ‖∇ × vvv‖2L2(Ω). (3.49)
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Proof. First of all, a direct calculation of vectors, using definitions of the operators ∇,
∇·, ∇×, tells us (see Lemma 3.155 in [2])

∇× (∇× vvv)(x) = −∆vvv(x) +∇(∇ · vvv)(x). (3.50)

This equation is transformed to a weak form by multiplication with uuu ∈ H1(Ω), where
uuu is periodic on the boundary. We get the weak form as follows

(∇× (∇× vvv),uuu) = −(∆vvv,uuu) + (∇(∇ · vvv),uuu). (3.51)

Now we need the transform of the right-hand side of equation (3.51). We can use
integration by parts to get

(−∆vvv,uuu) = −
∫
∂Ω
uuu · (∇vvv ·nnn) ds+ (∇vvv,∇uuu), (3.52)

(∇(∇ · vvv),uuu) =

∫
∂Ω

(∇ · vvv)uuu ·nnnds− (∇ · vvv,∇ · uuu). (3.53)

Since vvv is periodic bounded, we can derive that ∇vvv and ∇ · vvv are also periodic. It
turns out that the boundary integration vanishes.

This property is explained in details for d = 2. We can think about a case in a two-
dimensional domain. The bound of this domain is composed of E1, E2, E3 and E4,
which forms a boundary of a two-dimensional rectangle. And the direction of each Ei is
referred to as nnni, i = 1, 2, 3, 4. We have the value of the outflow to be defined as below∫

∂Ω
uuu · (∇vvv ·nnn) dx =

∫
E1

+

∫
E2

+

∫
E3

+

∫
E4
uuu · (∇vvv ·nnn) dx

=

∫
E1
uuu · (∇vvv ·nnn1) dx+

∫
E2
uuu · (∇vvv ·nnn2) dx

+

∫
E3
uuu · (∇vvv ·nnn3) dx+

∫
E4
uuu · (∇vvv ·nnn4) dx.

(3.54)

Since we have periodic conditions on both ∇vvv and uuu, i.e.,∇vvv|E1 = ∇vvv|E2, ∇vvv|E3 =
∇vvv|E4 and also uuu|E1 = uuu|E2, uuu|E3 = uuu|E4. In addition, we have nnn1 = −nnn2 and nnn3 = −nnn4.

nnn1

nnn4

nnn2

nnn3

E1 E2

E3

E4
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If we insert these terms into equation (3.54), we have the following equation∫
E1

+

∫
E2

+

∫
E3

+

∫
E4
∇vvv · uuu ·nnndx =

(∫
E1
∇vvv · uuu ·nnn1 dx+

∫
E2
∇vvv · uuu ·nnn2 dx

)
+

(∫
E3
∇vvv · uuu ·nnn3 dx+

∫
E4
∇vvv · uuu ·nnn4 dx

)
=

(∫
E1
∇vvv · uuu ·nnn1 dx−

∫
E2
∇vvv · uuu ·nnn1 dx

)
+

(∫
E3
∇vvv · uuu ·nnn3 dx−

∫
E4
∇vvv · uuu ·nnn3 dx

)
= 0.

(3.55)
Therefore, we only need to prove the following equation

(∇× (∇× vvv),uuu) = −(∆vvv,uuu), (3.56)

where, it is clear to see that,

∇× (∇× vvv) = ∇×

(∇× vvv)1

(∇× vvv)2

(∇× vvv)3


=

∂y(∇× vvv)3 − ∂z(∇× vvv)2

∂z(∇× vvv)1 − ∂x(∇× vvv)3

∂x(∇× vvv)2 − ∂y(∇× vvv)1

 .

(3.57)

Hence, under condition that the test function has periodic bound, the weak formula-
tion goes to

(∇× (∇× vvv),uuu) = −((∇× vvv)3, ∂yuuu1) + ((∇× vvv)2, ∂zuuu1)− ((∇× vvv)1, ∂zuuu2)

+ ((∇× vvv)3, ∂xuuu2)− ((∇× vvv)2, ∂xuuu3) + ((∇× vvv)1, ∂yuuu3)

= ((∇× vvv)3, ∂xuuu2 − ∂yuuu1) + ((∇× vvv)2, ∂zuuu1 − ∂xuuu3)

+ ((∇× vvv)1, ∂yuuu3 − ∂zuuu2)

= (∇× vvv,∇× uuu).

(3.58)

We can now apply integral by parts, and the integrals on opposite boundaries cancel
again because of the periodicity of all functions and the derivatives. We can obtain the
following equation

(∆vvv,uuu) =

∫
∂Ω
∇vvv · uuu ·nnndx− (∇vvv,∇uuu) = −(∇vvv,∇uuu). (3.59)

We can combine equation (3.55), (3.56), (3.58) and (3.59), and insert uuu = vvv, to obtain

(∇× vvv,∇× vvv) + (∇ · vvv,∇ · vvv) = (∇vvv,∇vvv), (3.60)

which is equivalent to the desired equation (3.49).
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Lemma 2. If ωωω is as vvv in Lemma 1 with ωωω = ∇× vvv, then

‖∇ωωω‖L2(Ω) = ‖∇ ×ωωω‖L2(Ω). (3.61)

Proof. We know that ωωω is in the solution field H1(Ω) with periodic boundary conditions.
We may as well find a vvv in the same solution field such that ωωω = ∇ × vvv. In the same
time, we can prove that equation (3.49) still holds, if we replace vvv with ∇× vvv. Because

we define that∇× vvv =

∂yvvv3 − ∂zvvv2

∂zvvv1 − ∂xvvv3

∂xvvv2 − ∂yvvv1

. According to this definition of ∇×, we have

∇ · (∇× vvv) = ∂yxvvv3 − ∂xzvvv2 + ∂zyvvv1 − ∂xyvvv3 + ∂xzvvv2 − ∂yzvvv1 = 0. (3.62)

Therefore , the term ‖∇ · (∇ × vvv)‖L2(Ω) = ‖∇ · ωωω‖L2(Ω) = 0, for any ωωω in the solution
field, combining with the equation (3.49) to get (3.61).

We can continue the estimation of the equation (3.48). Since the value of eddy viscosity
model still depends on both vvv and ∆vvv. We can use Poincare inequality to get rid of ∆vvv
as follows, ∫

Ωδ

q(ωωω) dx =
1

4

∫
Ωδ

‖∇ ×ωωω‖2dx

=
1

4
‖∇ ×ωωω‖2L2(Ωδ)

(3.61)
=

1

4
‖∇ωωω‖2L2(Ωδ)

≥ 1

Cδ
· 1

4
‖ωωω‖2L2(Ωδ)

=
1

4Cδ
‖∇ × vvv‖2L2(Ωδ)

=
1

4Cδ

∫
Ωδ

‖∇ × vvv‖2dx

=
1

Cδ

∫
Ωδ

q(vvv) dx.

(3.63)

Inserting equation (3.63) into equation (3.48) gives us an upper-bound of the eddy vis-
cosity model, but only depends on variable vvv

νe ≤ Cδ

∫
Ωδ
r(vvv)dx∫

Ωδ
q(vvv)dx

= Cδ
r(vvv)

q(vvv)
. (3.64)

In the paper [9], the eddy dissipation was derived from a scalar eddy viscosity model.
It is also possible to derive it by computing the eddy viscosity νe directly from equation
(3.64). The problem is that we need to describe the behaviors of r and q in the domain
Ωδ. Because the large-eddy simulation vvv is represents as vvv = vvv + vvv′. We can use it to
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compute r(vvv) and q(vvv). We need to notice that r(vvv) can be negative, we would adjust
it to |r(vvv)| in the case of r < 0. We can approximate the LES velocity vvv by applying
approximate deconvolution method, which recovers some of the lost information while
filtering. Since vvv′ is the residual of the large eddies, we consider the expansion of vvv
around the average vvv, to get vvv′ ≈ −1/24 δ2∆vvv. We can insert the value of vvv′ and apply
the definition of inner production to get the following estimation,

q(vvv) =
1

4
‖∇vvv‖2

=
1

4
‖∇(vvv + vvv′)‖2

≈ 1

4

∥∥∥∥∇(vvv − 1

24
δ2∆vvv

)∥∥∥∥2

=
1

4

(
∇vvv − δ2

24
∇(∆vvv),∇vvv − δ2

24
∇(∆vvv)

)
=

1

4

(
(∇vvv,∇vvv)− δ2

12
(∇vvv,∇(∆vvv)) +

(
δ2

24

)2

(∇(∆vvv),∇(∆vvv))

)
.

(3.65)

There are three terms on the right-hand side of the estimation (3.65), we will take
the second and third one into consideration. We can apply integration by parts to the
second term, to get

(∇vvv,∇(∆vvv)) =

∫
∂Ω
∇vvv ·∆vvv ·nnnds− (∆vvv,∆vvv). (3.66)

Since we have periodic boundary condition on the solution field vvv, and due to the
linearity of the integration of the filter, we have also periodic condition on∇vvv. Hence, the
boundary integral in (3.66) equals to 0. Therefore, by applying the Poincare inequality,
we have

(∇vvv,∇(∆vvv)) = −(∆vvv,∆vvv) ≤ − 1

Cδ
‖∇vvv‖2. (3.67)

Since there is a negative parameter in front of the term in equation (3.65), we would
have

− δ2

12
(∇vvv,∇(∆vvv)) ≥ δ2

12
· 1

Cδ
‖∇vvv‖2. (3.68)

Now, we only need to apply Poincare inequality twice to the third term in equation
(3.65) as follows,

(∇(∆vvv),∇(∆vvv)) = ‖∇(∆vvv)‖2 ≥ 1

Cδ
‖∆vvv‖2 ≥ 1

C2
δ

‖∇vvv‖2. (3.69)
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We can insert (3.68) and (3.69) into (3.65) to get the following inequality

q(vvv) =
1

4

(
(∇vvv,∇vvv)− δ2

12
(∇vvv,∇(∆vvv)) +

(
δ2

24

)2

(∇(∆vvv),∇(∆vvv))

)

≥ 1

4

(
‖∇vvv‖2 +

δ2

12
· 1

Cδ
‖∇vvv‖2 +

(
δ2

24

)2
1

C2
δ

‖∇vvv‖2
)

=
1

4

(
1 +

δ2

12
· 1

Cδ
+

(
δ2

24

)2
1

C2
δ

)
‖∇vvv‖2

=
1

4

(
1 +

δ2

24
· 1

Cδ

)2

‖∇vvv‖2

= c2q(vvv).

(3.70)

We can derive an estimation of q(vvv) using the inequality above, with c = 1 + π2/24,
as follows,

q(vvv) ≥ c2q(v̄vv) ≈ c2q(v̄vv).

On the other hand, we can take the consideration of the idealized situation of homo-
geneous, isotropic turbulence. It suggests that

|r(vvv)|(
q(vvv)

)3/2
≈ |r(v̄vv)|

(q(v̄vv))3/2
.

Inserting the two relations above leads to

νe = Cδ
|r(vvv)|(
q(vvv)

)3/2

(
q(vvv)

)1/2

≈ |r(v̄vv)|
(q(v̄vv))3/2

(
q(vvv)

)1/2

& Cδ
|r(vvv)|

(q(v̄vv))3/2
· c (q(v̄vv))1/2

= cCδ
|r(v̄vv)|
q(v̄vv)

& cCδ
|r(vvv)|
q(vvv)

.

(3.71)

The last inequality was derived from the approximation q(v̄vv) = q(vvv) +O(δ2), and r(v̄vv) =
r(vvv) + O(δ2). Therefore, we can reformulation the Navier-Stokes equation using the
Verstappen model to have

∂tvvv −∇ ·
((

2ν + 2cCδ
|r(vvv)|
q(vvv)

‖D(vvv)‖
)
D(vvv)

)
+ (vvv · ∇)vvv +∇r = f . (3.72)
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Now we need to look into the eddy viscosity model in (3.72). Since the constant
c = 1 + π2/24. According to [7], we will approximate it as c = 3/2. And as defined in
(3.37), we have Cδ depends on δ. In the paper of [7], the mesh scale δ = CFW · hK is
used for the numerical study later on, where CFW · hK is the local filter width, and hK
is the length of the shortest edge of the mesh cell K. Therefore, we can derive the eddy
viscosity model in the Verstappen model as follows,

νe = 2cCδ
|r(vvv)|
q(vvv)

= 2 · 3

2
·
(
CFW · hK

π

)2 | − detD(vvv)|
1
2‖D(vvv)‖2F

= 6

(
CFW · hK

π

)2 | detD(vvv)|
‖D(vvv)‖2F

.

In the numerical study, we would choose the value of CFW to find the most suitable
parameter of the Verstappen model.
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4 The Variational Multiscale Method

The variational multiscale method is applied for simulating the large flow structures.
The large scales will be defined differently as in the large eddy simulation. We consider
the large scales in the large eddy simulation as a space averaging filtering results. How-
ever, in the variational multiscale method, we define the large scales by projection into
appropriate spaces.

4.1 The definition of the VMS method

Suppose we have the Navier-Stokes equation as in (2.12), and we consider that it has
homogeneous Dirichlet boundary conditions. The idea of VMS method is to decompose
the flow into three scales, which is, the large scales (uuu, p), the resolved small scales (ũuu, p̃)
and the unresolved small scales (v̂vv, p̂). And we have uuu = uuu + ũuu + ûuu, p = p + p̃ + p̂. We
define the field (vvv, q) ∈ V × Q, where V = (H1

0 (Ω))d under the norm ‖vvv‖V = ‖∇vvv‖L2 ,
and Q = L2

0(Ω). Hence, the variational formulation of (12) can be written as follows:
Find (uuu, p) : (0, T ]→ V ×Q, such that for all (vvv, q) ∈ V ×Q, the equation holds:

(uuut, vvv) + (2Re−1D(uuu),D(vvv)) + b(uuu,uuu,vvv)− (p,∇ · vvv) + (q,∇ · uuu) = (f , vvv)

uuu(0,xxx) = uuu0(xxx),
(4.1)

where b(uuu,vvv,www) = ((uuu · ∇)vvv,www).
To be convenience, we replace the long equation (4.1) with a short form as follows:

A(uuu; (uuu, p), (vvv, q)) = F (vvv). (4.2)

We can now decompose the test functions into the three scales as we defined before.
Then we get a coupled system, which is, finding the right decomposition of (uuu, p), and
applying the linearity of the variational problem with respect to the test function. We
have:

A(uuu; (uuu, p), (vvv, q)) +A(uuu; (ũuu, p̃), (vvv, q)) +A(uuu; (ûuu, p̂), (vvv, q)) = F (vvv),

A(uuu; (uuu, p), (ṽvv, q̃)) +A(uuu; (ũuu, p̃), (ṽvv, q̃)) +A(uuu; (ûuu, p̂), (ṽvv, q̃)) = F (ṽvv),

A(uuu; (uuu, p), (v̂vv, q̂)) +A(uuu; (ũuu, p̃), (v̂vv, q̂)) +A(uuu; (ûuu, p̂), (v̂vv, q̂)) = F (v̂vv).

(4.3)

We can consider more about the form of the coupled system. The basic idea of the
VMS method is to neglect the equation with test function (v̂vv, q̂) at first. Then we assume
that the unresolved scales have no influence on the large scales directly. The influence
of the unresolved scales onto the small resolved scales is described in

A(uuu; (ûuu, p̂), (ṽvv, q̃)) ≈ B(uuu; (uuu, p), (ũuu, p̃), (ṽvv, q̃)). (4.4)
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Let V and Q be the spaces that representing the solution fields of large scales and its
corresponding test function fields. And let Ṽ and Q̃ be the solution field for the resolved
small scales. We can get a new form of equations after neglecting the unresolved scales
and inserting the turbulence model B as follows:

Find (uuu, ũuu, p, p̃) ∈ V × Ṽ ×Q× Q̃, such that the equations hold,

A(uuu+ ũuu; (uuu, p), (vvv, q)) +A(uuu+ ũuu; (ũuu, p̃), (vvv, q)) = F (vvv),

A(uuu+ ũuu; (uuu, p), (ṽvv, q̃)) +A(uuu+ ũuu; (ũuu, p̃), (ṽvv, q̃))+

B(uuu+ ũuu; (uuu, p), (ũuu, p̃), (ṽvv, q̃)) = F (ṽvv).

(4.5)

4.2 A three-scale coarse space projection-based VMS method

Suppose we have finite element spaces for the velocity and pressure V h ×Qh. And LH

is a finite-dimensional space of symmetric d×d tensor-valued functions on Ω. We define
νT ((wwwh, rrrh), h) to be a non-negative function. Hence, the semi-discrete coarse space
projection-based VMS method is defined as follows:

Find wwwh : (0, T ] → V h, rrrh : (0, T ] → Qh, and GH : (0, T ] → LH , such that for all
(vvvh, qh) ∈ vH ×Qh and LH ∈ LH , it satisfies

(∂twww
h, vvvh) + (2νD(wwwh),D(vvvh)) + n(wwwh,wwwh, vvvh)

−(∇ · vvvh, rrrh) + (νT (D(wwwh)−GH),D(vvvh)) = 〈fff,vvvh〉V ′,V ,
(∇ ·wwwh, qh) = 0,

(D(wwwh)−GH ,LH) = 0.

(4.6)

The last equation in (4.6) defines large scales and small resolved scales. The choice of
νT is mentioned in Chapter 3 as equation (3.21). The tensor GH is the L2(Ω) projection
of D(wwwh) into LH , i.e.,

PLH : L = D(V )→ LH ,

D(vvv) 7→ PLHD(vvv) = GH .
(4.7)

Therefore, we have the following formulation,

(PLHD(vvv)− D(vvv),LH) = 0, ∀LH ∈ LH . (4.8)

We can apply the short form as in (4.2) and (4.8) to reformulate the first equation of
(4.6) as follows:

Find wwwh : (0, T ] → V h, rrrh : (0, T ] → Qh, such that for all (vvvh, qh) ∈ V h × Qh, it
satisfies

A(wwwh; (wwwh, rrrh), (vvvh, qh)) + (νT (I − PLH )D(wwwh),D(vvvh)) = 〈fff,vvvh〉V ′,V . (4.9)

Since LH is a space of large scales, (I − PLH )D(wwwh) represents small resolved scales
of D(wwwh). We define that LH ⊂ D(vvvh) ∈ V h to avoid a negative additional viscosity.
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If V h is a higher order finite element space, then LH can be defined as a low order
finite element space applying the same grid as in V h. If V h is a low order finite element
space, then LH can be defined as applying a coarser grid. Since D(wwwh) is defined as a
discontinuous piecewise polynomial tensor in V h, LH should be defined as a projection
in the same way, consisting of discontinuous piecewise polynomial tensors.
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5 Numerical Studies

5.1 An example for turbulent flow problems

We have a turbulent channel flow problem which is governed by the dimensionless incom-
pressible Navier-Stokes equations as in equation (2.12). We want to set the parameters
of the dimensionless incompressible Navier-Stokes equations to be L = 1m, U = 1m/s.
And we notice that the dimensionless viscosity is exactly Re−1 = ν = Re−1

τ m2/s.
We take an example of the turbulent channel flow at Reτ = 395 and Reτ = 590 in our

study. Therefore the difference between the two examples is only in the value of ν. The
choice of Reynolds number based on the channel half width, the kinematic viscosity ν
and the friction velocity Uτ . We define here the channel half width H = 1. Then the
problem is given in

Ω = (−π, π)× (0, 2)× (−π
2
,
π

2
). (5.1)

For the consideration of boundary condition, we define with no-slip conditions uuu = 000
at solid walls along the y-direction at y = 0 and y = 2. Along the x-axis and z-axis the
boundary conditions are periodically defined. We use the mean velocity as the definition
of an initial condition Umean(y). The data is imported from Gravemeier (2006b) as
follows,

uuu1(0;x, y, z) = Umean(y) + 0.1Ubulkψ(x, y, z),

uuu2(0;x, y, z) = 0.1Ubulkψ(x, y, z),

uuu3(0;x, y, z) = 0.1Ubulkψ(x, y, z),

(5.2)

where,

Ubulk =
1

H

∫ H

0
Umean(y)dy ≈ 15.6803. (5.3)

The initial velocity field (5.1) is obtained by a random velocity fluctuation around the
mean velocity profile. We set the fluctuation field to be ±10% of the bulk velocity. And
ψ(x, y, z) is noise with a random function of the form as follows,

ψ(x, y, z) =
2 rand()

RAND MAX()
− 1 ∈ [−1, 1]. (5.4)

With the reference of Moser et al, the bulk velocity is defined as Ubulk = 17.5452. And
the initial velocity field can be defined in the same way as in (5.1).

For the results of the calculation of the examples, we are interested in the mean velocity
and the Reynolds stresses. We use the following equations to compute the arithmetic
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mean of the velocity field and the spatial average

〈uuuh(t,xxx)〉t =
1

Nt + 1

Nt∑
n=0

uuuh(tn,xxx),

〈uuuh(tn, x, y, z)〉s =
1

Nx

1

Nz

Nx∑
i=1

Nz∑
j=1

uuuh(tn, xi, y, zj),

(5.5)

where Nt denotes the number of time steps, Nx and Nz are the numbers of degrees of
freedom in the x-axis and z-axis.

Therefore, we can derive the first order quantity of the mean velocity as follows,

uuuhmean(y) = 〈〈uuuh(tn, x, y, z)〉s〉t. (5.6)

For the other quantity of interest, the Reynolds stresses , we use the definition of the
Reynolds stress tensor to have,

Thij,mean = 〈〈uhi uhj 〉s〉t − 〈〈uhi 〉s〉t〈〈uhj 〉s〉t, i, j = 1, 2, 3. (5.7)

The Reynolds stress is not uniquely defined in the literature. In the paper of [8], it is
explained that the diagonal Reynolds stresses computed with the solution of turbulent
flow simulations cannot be compared with the diagonal stresses of the turbulent flow
field. Only the so-called root mean squared turbulence, which is defined below, can be
studied directly

uuuhi,rms =

∣∣∣∣∣∣Thii,mean −
1

3

3∑
j=1

Thjj,mean

∣∣∣∣∣∣
1/2

, i = 1, 2, 3. (5.8)

5.2 Experiment results

The experiments are performed with the code ParMooN. We define the finite element
method (FEM) space for the velocity is continuous quadratic polynomials on hexahedra,
and for the pressure is discontinuous linear polynomials on hexahedra. We apply Crank-
Nilson method for the temporal derivation. The time step is 0.002 and the time interval
is defined to be [0, 40]. In the experiments, the degree of freedom for the velocity is
3 · 66 560, and for the pressure is 32 768.

The purpose of the experiments is to select the best constant of the model, which
fits the example that we discussed in the last section. We have set two different values
of the parameter Reτ for the experiment. The first one we performed is Reτ = 395,
and the second one is Reτ = 590. In the same time, three eddy viscosity models for
the VMS method (4.6) are considered in this experiment, the Smagorinsky model, the
Smagorinsky model with van Driest damping, and the Verstappen model.

We want to find for each of the models above a most suitable constant. Therefore,
we apply for each model different constants in order to see which, among the constants,
gives us the best result. In the last step, we would compare the three models with their
best fits results, in order to give the best simulation under the situation.
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5.2.1 Experiments with Reτ = 395

Firstly, we consider the experiment under the setting of Reτ = 395. We define the
parameters, which is varied in the Smagorinsky model and the Smagorinsky van Driest
model (short for the Smagorinsky model with van Driest Damping), to be the turbulent
viscosity constant. And for the first round calculation, we set them to be 0.005, 0.0075,
0.01, 0.015, and 0.02. The results of the calculation will be written into a data file ended
with “.out”. We use python to analyse the results in comparison to the benchmark data,
which is referred to as “reference curve” in the final figures.
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(a) Smagorinsky model with CS = 0.005, 0.0075, 0.01, 0.015 and 0.02.
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(b) Smagorinsky model with CS = 0.015, 0.0175, 0.02, 0.0225 and 0.025.

Figure 5.1: Reτ = 395, Smagorinsky model: Comparison between turbulent viscosity
constants in difference to the mean.
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(b) Smagorinsky model with CS = 0.015, 0.0175, 0.02, 0.0225 and 0.025.

Figure 5.2: Reτ = 395, Smagorinsky model: Comparison between turbulent viscosity
constants in Root Mean Squared tensor
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(b) Smagorinsky model with CS = 0.015, 0.0175, 0.02, 0.0225 and 0.025.

Figure 5.3: Reτ = 395, Smagorinsky model: Comparison between turbulent viscosity
constants in Reynolds Stress tensor.
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After comparing the first round results, we observe that, from Figure 5.1(a), Fig-
ure 5.2(a) and Figure 5.3(a), the curves of value equals to 0.015 and 0.02 are the nearest
to the reference curve. Thus we select some values that around the two values and repeat
the code. We have chosen the new group of the turbulent viscosity constants to be 0.015,
0.0175, 0.02, 0.0225, 0.025. And from Figure 5.1(b), Figure 5.2(b), and Figure 5.3(b),
we observe that the second round calculation does not change much about the results.
The curves go near to the reference curve, but the curves with value 0.02 behave be-
long always to the best ones. Therefore, for Smagorinsky model under the setting of
Reτ = 395, we choose the simulation which has the turbulent viscosity constant equals
to 0.02, to be the best choice of the Smagorinsky model.

36



0 50 100 150 200 250 300 350
y +

2.5

2.0

1.5

1.0

0.5

0.0

0.5

1.0

1.5

di
ffe

re
nc

e 
to

 u
m

ea
n

Smag.v.D CS = 0.005
Smag.v.D CS = 0.0075
Smag.v.D CS = 0.01
Smag.v.D CS = 0.015
Smag.v.D CS = 0.02

(a) Smagorinsky van Driest model with CS = 0.005, 0.0075, 0.01, 0.015 and
0.02.
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(b) Smagorinsky van Driest model with CS = 0.015, 0.0175, 0.02, 0.0225 and
0.025.

Figure 5.4: Reτ = 395, Smagorinsky van Driest model: Comparison between turbulent
viscosity constants in difference to the mean.
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0.02.

0 50 100 150 200 250 300 350
y +

0.0

0.5

1.0

1.5

2.0

2.5

3.0

uh 1,
rm

s

reference
Smag.v.D CS = 0.015
Smag.v.D CS = 0.0175
Smag.v.D CS = 0.02
Smag.v.D CS = 0.0225
Smag.v.D CS = 0.025

(b) Smagorinsky van Driest model with CS = 0.015, 0.0175, 0.02, 0.0225 and
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Figure 5.5: Reτ = 395, Smagorinsky van Driest model: Comparison between turbulent
viscosity constants in Root Mean Squared tensor.
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(b) Smagorinsky van Driest model with CS = 0.015, 0.0175, 0.02, 0.0225 and
0.025.

Figure 5.6: Reτ = 395, Smagorinsky van Driest model: Comparison between turbulent
viscosity constants in Reynolds Stress tensor.
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We repeat the same comparison with Smagorinsky model with van Driest Damping.
From Figure 5.4(a), Figure 5.5(a), and Figure 5.6(a), we can see that the constant with
value 0.015 and 0.02 behave good. Hence, we repeat the same code again with the new
group of constants equal to 0.015, 0.0175, 0.02, 0.0225 and 0.025. From Figure 5.4(b),
we can see that, the curves 0.015 and 0.0175 go near to the reference curve. However, in
Figure 5.5(b), and Figure 5.6(b), the curves 0.015 and 0.0175 are clearly worse. To this
point, we consider that the better behavior in 5.4(b) is more important than the worse
behavior in 5.5(b) and 5.6(b). Therefore, the turbulent viscosity constant that equals to
0.0175 is our choice for the Smagorinsky model with van Driest Damping.
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(a) Verstappen model with CFW = 1.1, 1.2, 1.3, 1.4 and 1.5.
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(b) Verstappen model with CFW = 1.6, 1.7, 1.8, 1.9 and 2.0.

Figure 5.7: Reτ = 395, Verstappen model: Comparison between filter width constants
in difference to the mean.
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(a) Verstappen model with CFW = 1.1, 1.2, 1.3, 1.4 and 1.5.
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Figure 5.8: Reτ = 395, Verstappen model: Comparison between filter width constants
in Root Mean Square tensor.
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Figure 5.9: Reτ = 395, Verstappen model: Comparison between filter width constants
in Reynolds Stress tensor.
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Now we look at the Verstappen model. The parameter that we change here is different,
since the eddy viscosity parameter depends on the filter width ∆. We want to test what
is the width that we can choose for the filter. Hence, the parameter that need to be
varied in the Verstappen model is the filter width constant, in the range of [1.0, 2.0]. In
Figure 5.7, we can see that the curve 1.1 is the nearest to the reference line, but it is
much worse in Figure 5.8 and Figure 5.9. On the contrary, the curve 1.5 behaves really
good in Figure 5.8 and Figure 5.9. And if we look back at Figure 5.7, we can see that
the curve 1.5 is relatively good than all other curves. Hence, we can draw the conclusion
that, based on the results, the curve 1.5 is a good compromise.
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Figure 5.10: Reτ = 395, Comparison in difference to the mean.
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Figure 5.11: Reτ = 395, Comparison in Root Mean Squared tensor.
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Figure 5.12: Reτ = 395, Comparison in Reynolds Stress tensor.

The last step is to compare the curves between the three models. As we mentioned be-
fore, we choose Smagorinsky model with CS = 0.02, Smagorinsky van Driest model with
CS = 0.0175 and Verstappen model with CFW = 1.5. From Figure 5.10, the Smagorin-
sky model with van Driest Damping is better with respect to the quantity of interest
“difference to the mean”. On the other side, from Figure 5.12, the Verstappen model
is better with respect to the quantity “Reynolds stress tensor”. And for the quantity
of interest “Root mean squared tensor”, there are only minor differences according to
Figure 5.11.

46



5.2.2 Experiments with Reτ = 590

For the setting of Reτ = 590, we repeat the same process as in the experiment of
Reτ = 395.
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(a) Smagorinsky model with CS = 0.005, 0.01, 0.015 and 0.02
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(b) Smagorinsky model with CS = 0.015, 0.0175, 0.02 and 0.0225

Figure 5.13: Reτ = 590, Smagorinsky model: Comparison between turbulent flow con-
stant in difference to the mean.
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(a) Smagorinsky model with CS = 0.005, 0.01, 0.015 and 0.02
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(b) Smagorinsky model with CS = 0.015, 0.0175, 0.02 and 0.0225

Figure 5.14: Reτ = 590, Smagorinsky model: Comparison between turbulent flow con-
stant in Root Mean Square tensor.
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(a) Smagorinsky model with CS = 0.005, 0.01, 0.015 and 0.02
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(b) Smagorinsky model with CS = 0.015, 0.0175, 0.02 and 0.0225

Figure 5.15: Reτ = 590, Smagorinsky model: Comparison between turbulent flow con-
stant in Reynolds Stress tensor.
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In the first round experiments, we have chosen for the Smagorinsky model the tur-
bulent viscosity constants are the following constants: 0.005, 0.01, 0.015 and 0.02. We
can see from Figure 5.13(a), Figure 5.14(a) and Figure 5.15(a) that the behaviors of the
curves 0.005 and 0.01 are really bad. Hence, we dropped the constants 0.005 and 0.01,
and add 0.0175 and 0.0225 to the second round experiments. From Figure 5.13(b), we
can see that the curves 0.02 and 0.0225 are pretty good. Moreover, in both Figure 5.14(b)
and Figure 5.15(b), we find out that the curve 0.0225 is indeed better than 0.02. There-
fore, we would prefer to choosing 0.0225 as the best turbulent viscosity constant in the
case Reτ = 590 for the Smagorinsky model.
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(a) Smagorinsky van Driest model with CS = 0.005, 0.01, 0.015, 0.02 and
0.024
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(b) Smagorinsky model van Driest with CS = 0.0175, 0.02, 0.0225 and 0.024

Figure 5.16: Reτ = 590, Smagorinsky van Driest model: Comparison between turbulent
flow constant in difference to the mean.
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(a) Smagorinsky van Driest model with CS = 0.005, 0.01, 0.015, 0.02 and
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Figure 5.17: Reτ = 590, Smagorinsky van Driest model: Comparison between turbulent
flow constant in Root Mean Squared tensor.
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(a) Smagorinsky van Driest model with CS = 0.005, 0.01, 0.015, 0.02 and
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(b) Smagorinsky van Driest model with CS = 0.0175, 0.02, 0.0225 and 0.024

Figure 5.18: Reτ = 590, Smagorinsky van Driest model: Comparison between turbulent
flow constant in Reynolds Stress tensor.
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The first round turbulent viscosity constants for the Smagorinsky van Driest model
are 0.005, 0.01, 0.015, 0.02 and 0.024. We dropped the constants 0.005 and 0.01 for
the Smagorinsky model with van Driest Damping after the first round experiments and
added 0.0175 and 0.0225. The change of choosing makes progress, since in Figure 5.16(a)
and Figure 5.16(b), we can see that the curve 0.0175 goes nearer to the reference line
than the curve 0.02. But in Figure 5.17(b) and Figure 5.18(b), the curve 0.0175 belongs
no longer to the fittest curves. To this point, we would choose the curve 0.02. Because
in the Figure 5.16(b) there is only slightly difference between 0.02 and 0.0175, but in the
Figure 5.18(b) we would notice that the curve 0.0175 is much worse than 0.02. Therefore,
we choose 0.02 to be the best turbulent viscosity constant in the case Reτ = 590 for the
Smagorinsky van Driest model.
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(a) Verstappen model with CFW = 1.0, 1.1, 1.2, 1.3, 1.4 and 1.5.
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(b) Verstappen model with CFW = 1.6, 1.7, 1.8, 1.9, and 2.0.

Figure 5.19: Reτ = 590, Comparison in difference to the mean.
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(a) Verstappen model with CFW = 1.0, 1.1, 1.2, 1.3, 1.4 and 1.5.
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(b) Verstappen model with CFW = 1.6, 1.7, 1.8, 1.9, and 2.0.

Figure 5.20: Reτ = 590, Comparison in Root Mean Squared tensor.
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(b) Verstappen model with CFW = 1.6, 1.7, 1.8, 1.9, and 2.0.

Figure 5.21: Reτ = 590, Comparison in Reynolds stress tensor.
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The choice of the filter width constant for the Verstappen model is difficult. We have
chosen eleven constants in the interval [1.0, 2.0]. And Since it is not clear to show the
results, if we put all eleven curves in one figure. We separated them to two groups of
the constants. From Figure 5.19(a) and Figure 5.19(b), we can see that the curves 1.3,
1.4 and 1.5 belong to the best choices. And in the Figure 5.20 and Figure 5.21, we find
out that 1.5 behaves good. Therefore, we choose 1.5 to be the best filter width in the
case Reτ = 590 for the Verstappen model.
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Figure 5.22: Reτ = 590, Comparison in difference to the mean.
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Figure 5.23: Reτ = 590, Comparison in Root Mean Squared tensor.
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Figure 5.24: Reτ = 590, Comparison in Reynolds Stress tensor.
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As we have done in the case Reτ = 395, we now can compare the curves between
the three models. Since we have already chosen Smagorinsky model with CS = 0.0225,
Smagorinsky van Driest model with CS = 0.02 and Verstappen model with CFW = 1.5.
It is clear to put them in the same figure to see which model is better. From Figure 5.22,
the Smagorinsky van Driest model is better than other models with respect to the
quantity of interest “difference to the mean”. We can also conclude from Figure 5.23,
that both of the Smagorinsky van Driest model and the Verstappen model are doing
well with respect to the quantity “Root mean squared tensor”. And for the quantity of
interest “Reynolds stress tensor”, the Verstappen model is the nearest to the reference
curve according to Figure 5.24.
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6 Conclusion

This thesis discussed the Navier-Stokes equations and the large eddy simulation for
the turbulent flows. We derived the dimensionless Navier-Stokes equations, and gave
the initial conditions and the boundary conditions, especially the periodic boundary
conditions. We have pointed out that the dimensionless Navier-Stokes equations give
us the fundamental simulation of the turbulent incompressible flows. Furthermore, we
discussed the classical large eddy simulation. According to the Boussinesq hypothesis,
we gave the construction of the Reynolds stress tensor with respect to the turbulent
viscosity constant. For the estimation of the turbulent viscosity, we have had a further
discussion, since the eddy viscosity model is nonlinear. In this thesis, we gave two
methods to model the turbulent viscosity, which are the Smagorinsky model and the
Verstappen model.

The Smagorinsky model is a symmetric model, which adds the turbulent viscosity
model νT to the momentum equation of the Navier–Stokes equations. And the turbulent
viscosity model of the Smagorinsky model νT depends on the dimensionless Smagorinsky
coefficient CS and the local mesh width δ. On the other side, the Verstappen model
considers a sub-filter which filters out the eddies of size smaller than the average scale.
The sub-filter is an essential step which helps us to construct the eddy viscosity model of
the Verstappen model. And the eddy viscosity model of the Verstappen model depends
on r = −1

3tr(D3) and q = 1
2tr(D2), where D = D(vvv) represents the deformation tensor

of the velocity. And the eddy viscosity model of the Verstappen model depends on the
mesh width δ as well. The approximation of r and q is based on Poincare’s inequality.
By applying Lemma 1 and Lemma 2, we can give a proper upper-bound of the eddy
viscosity model of the Verstappen model.

For the numerical studies, we introduced the variational multiscale method, precisely
the three-scale coarse space projection-based VMS method. We discussed the finite
element spaces that we need for the simulation. The finite element method space for
the velocity is continuous quadratic polynomials and for the pressure is discontinuous
linear polynomials on hexahedra. We also defined in this case the periodic boundary
conditions.

In the book [2], two examples of the turbulent flow problems were mentioned, which
were Reτ = 180 and Reτ = 590. In the same time, the Verstappen model was stated
to be successfully tested for the turbulent channel flow under Reτ = 590 in paper [7].
Therefore, in this thesis, we performed two cases Reτ = 395 and Reτ = 590, governed by
the dimensionless incompressible Navier–Stokes equations. We applied the Smagorinsky
model, the Smagorinsky van Driest model and the Verstappen model with the code
ParMooN. And we have chosen three quantities of interest to compare the simulations,
which were the difference to the mean, the Reynolds stress tensor and the root mean
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squared tensor.
From the results of the experiments, we can see that, according to the three quantities

of interest, we cannot say there is a model that is absolutely better than the others.
However, the Smagorinsky van Driest model and the verstappen model both have a
better behavior. In the sense of difference to the mean, the Verstappen model with the
filter width 1.5 is better the other models when Reτ = 395. When Reτ = 590, the
Smagorinsky model with van Driest damping is clearly better the other two models.
And in the sense of the Reynolds stress tensor, the Smagorinsky model is always better
than the other two models. Another point to be noticed that, the Smagorinsky model
and the Smagorinsky van Driest model have different best choice of the constants as the
setting of Reτ changes.
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